EDELOSW

Network _uf-f-:"-".
Excellence on
Digital
Libraries

o

- s
PR L L g

DELOS Network of Excellence on Digital Lihrarié:s w;orksﬁ np Series

CROSS-LANGUAGE
EVALUATION FORUM

CLEFE, . i i i a

Results of the CLEF 2001
Cross-Language System
Evaluation Campaign

Working Notes for the CLEF 2001 Workshop
3 September, Darmstadt, Germany

ERCIM-01-W04




Results of the CLEF 2001
Cross-Language System
Evaluation Campaign

Working Notes for the CLEF 2001 Workshop
3 September, Darmstadt, Germany

edited by Carol Peters

s hr‘}:_,_‘-

LR AL | BT T T




Foreword
Carol Peters, IEI-CNR, Pisa, JALY .o s ssssssssssissssssssesesssassssssssmessesensssenesssnstassssssessessssessssss 3

Mainly Cross-Language

Report on CLEF-2001 Experiments
Jacques Savay, Université de Neuchatel, SWHZEFIGNG................ovvvossimmmsesrisesessssmassmsersssssssssssssssssssssssssssssssssnnes 1

Multilingual Information Retrieval using English and Chinese Queries
Altao Chen, University of California at Berkeley, USA wommsossoonsr st 21

TMO at CLEF-2001: Comparing Translation Resources
Wessel Kraal), TNO-TPL, The Nethetlands ..........iiiummiinsiimisisssssistisviasssssisisisssienms s iosmmsissesiion 29

TTC-irst at CLEF 2001: Monolingual and Bilingual Tracks
Nicola Bertoldi and Marcello Federico, ITC-Irst, Haly ..o eecesesesissssssssssssstsssssssssemsmss sesseseeneens ]

Experiments with the Eurospider Retrieval System for CLEF 2001
Martin Braschler, Barbel Ripplinger, Peter Schiuble, Eurospider Information Technolog AG, Switzerland .......45

NTU at CLEF 2001: Chinese-English Cross-Lingual Information Retrieval
Hain-Hsi Chen and Weg-Cheng Lin, National Taiwan UnVersity, T@IWaRN .......ooooeeeeeeeeeeeevecesnesneseessssssssssmssemssssseens S

UTACLIR @ CLEF 2001: New features for handling compound words and untranslatable proper names
Turid Hedlund, Heikki Keskustalo, Ari Pirkola, Eija Airio
and Kalerve Jarvelin, University af Tampere, FIRIANG .....oooeceecorreeeoeseeoeoseeoseseeeeemesssmensessossmeesemssessesssessmseesans 7

IR-n, a Passage Retrieval System from University of Alicante, at Clef 2001
Fernando Llopis and Jose Luis Vicedo, University of Alicante, SPain ........cwmissmsssssisssssssensssssssmmesseessoseeeses 67

Using Statistical Translation Models for Bilingual IR
Jian-Yun Nie and Michel Simard, Université de Montréal, CARAAA ........oooveeoovereeesveseraseiesesessomesssseessssssssseeeeseesse 75

CMU PRF using a Comparable Corpus
Monica Rogati and Yiming Yang, Carnegie Mellon URIVEISitY, ... oeeeeesossrseesssseesmsssesssssssosssssssssssssssssessens 8!

Mercure at CLEE-2
N. Nassr and M. Boughanem, IRIT/SIG, Frrce ......omreeroeeeesessssssssesosseseeeeeeeseseeeeeseesseeeeeeeseeeeeeeeeeoeeesooo. 87

;:cclor—hasnd Semantic Analysis using Random Indexing and Morphological Analysis for Cross-Lingual Information
etrieval

Jussi Karlgren and Magnus Sahigren, SICS, SWEden ........ovvvvvmmeoveesoeoesosessesssesesessesssissesesssosesseseseeeeeeseseeseeeeson. 01

Query Expansion Techniques for the CLEF Bilingual Track
Fatiha Sadar, Akira Maeda, Masatoshi Yoshikawa and Shunsuke Uemura, Nara Institute of Science
and Technology, (NAIST), National Institute of Informatics NI}, CREST,
Japan Science and Technology Corporation(JST), JADAN ....cuiecciiivermemmnsisissssssssssssssssssssessmsssssssssssssassesressssss 99

Ex-:h:r'at CLEF 2001: Experiments with Machine Translation for Bilingual Retrieval
Gareils J.F. Jones and Adenike M. Lam-Adesing, University of EXeter, UK ... ooomsesssesssosoeseseseeeoee o 105

lnlellig‘cem Information Access Systems (SINAT) at CLEF 2001: Caleulating Translation Probabilities with SemCor.
Fernando Martinez Santiago, L. Alfonso Urefia Lopez, Manuel Carlos Diaz Galians, Manuel Gareta Vega
and Maite Marrin Valdivia, University of JOh; SPaift ... sssisissssmsssssisssisiisisiisnsosinssm s 115

IHUMPL Experiments at CLEF: Translation Resources and Score Normalization TS A PR
Paul McNamee and James Mayfield, Johns Hopkins University, USA ... 2 R 121

AEGR




T b

CLEF 2001 Bilingual Task: Simple Dictionary-Based Query Translation

Marine Carpuat and Pascale Fung, University of Science and Technology, Hong Kong .........coeceureeneenneannen,

Dictionary-based Thai CLIR: Experimental Survey of Thai CLIR

Jaruskulchai Chuleerat, Kasetsart University, Thailand

English-Dutch CLIR Using Query Translation Techniques

Mirna Adriani, University of Glasgow, UK O Y

Thomson Legal and Regulatory at CLEF 2001 : monolingual dnd bilingual experiments

Hugo Molina-Salgado, isabelle Moulinier, Mark Knutson, Elizabeth Lund and Kirat Sekhon, TLR, I/SA ..

Working with Russian Queries for the GIRT, Bilingual and Multilingual CLEF Tasks

Frederic C. Gey, Hailing Jiang and Natalia Perelman, University af California at Berkeley, USA .o

CLEF 2001 Experiments using KCSL Retrieval system
llia Kaufman and Meena Ghanekar, K{CSL, Canada

Monolingual Experiments

The University of Amsterdam at CLEF 200]

Christof Monz and Maarten de Rijke, University of Amsterdam, The Netherlands

Hummin gbir:_i‘g Fulcrum SearchServer at CLEF2001

Stephen Tomlinson, Hummingbird, Canada

Minimalistic Test Runs of the Eidetica Indexer

Teresita Frizzarin and Annius Groenink, Eidetica, The Netherlands

Across the Bridge: CLEF 2001 — Non-English Monolingual Retrieval, The French task.

Eugenia Matovo an.! Jony Valsamidis, University of Greenwich, London, UK

Some Terms are more Interchangeable than Others

Jakob Klok, Samuel Driessen and Marvin Brunner, Océ Technologies, The Netherlands ...
Mpro-TR in Clef 2001
Barbel Ripplinger, IAI, Germany
Stemming in Spanish: A First Approach to its Impact on Information Retrieval
Carlos G. Figuerola, Raquel Gomez, Angel F. Zazo Rodriguez, José Luis Alonse Berrocal,
Universidad de Salamanca, Spain
Interactive Track
The CLEF 2001 Interactive Track
Douglas W. Oard, University of Maryland, {/SA and Julic Gonzalo,
Universidad Nacional de Educacion a DISIancia, SPaift coeeermeoeeeeeeeeeeeoeeees e
iCLEF at Shefficld
Zoé Bathie and Mark Sanderson, University af Sheffield, UK oo
1CLEF 2001 at Maryland: Comparing Word-for-Word Gloss and MT
Jiangiang Wang and Douglas W. Oard, University of Maryland, TS, .oz e
Noun Phrase Translations for Cross-Languy age Document Selection
Fernando Lipez-Ostenero, Julio Gonzalo, Anselmo Pefias and Felisa Verdejo,
Universidad Nacional de Educacidn a Distancia, IR cocss s v inss i bicss e o

133

e 437

143

147

433

. 163

165

i71

181

183

. 188

95

A97

w203

wdls

. 218

w231

AT b mw e e



e e

Evaluation and Evaluation Initiatives

CLIR System Evaluation at NTCIR Workshops
Norike Kando, National Institute of Informatics, Tokyo, Japan ..................

Report from TREC-9

Donna Harman and Ellen Voorhees, National Institute of Standards and Technology, USA ........ocevcoreeroonr.....

Philosophy of IR Evaluation

Ellen Voorhees, National Institute of Standards and Technology, USA .....oeeee..

—

253

w257

Appendix Run Statistics..

List of FUNS .o e

L B3y T ey AR

Individual resulis

Multilingual
Bilingual to English ......ovvuumumeeeneeeeeoooso,
Bilingual 10 DUeh oo T T R e e T AR
Monolingual Dutch .o

Monolingual French ........cceecvveneesron,
Monolingual German ... AR R A R s L
Monolingual Italian ..................

Monolingual SPAish ... erueeeesess e ee s T e
GIRT Special Task ...occvvvnevircsnriannns

261

. 263

w207

NS b
PR |4
. |57
crrennen 3G
e I8G
—lir
— %




Intelligent Information Access Systems ( SINAI) at CLEF 2001:
Calculating Translation Probabilities with SemCor.
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Manuel Carlos Diaz Galiano
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Maite Martin Valdivia
Computer Science Department. University of Jaén. Spain
{dofer, laurena, mcdiaz, mgarcia, maite }@ujaen.es

Summary: This work aims to present an approach for the retrieval of bilingual Spanish-English
information based on EuroWordNet and basing itself on another linguistic source such as SemCor, the latter
used to calculate the translation probability in words that share same meaning in EuroWordNet. 1t is,
therefore, about evaluating the linguistic aid SemCor, of long-standing tradition in IR tasks, in a bilingual
ambicnee.

Key Words: Cross-language [nformation Retrieval, EuroWordNet, SemCor, Multiwords, Translation
Probabilitics.

1. Introduction

CLIR (Cross Language Information Retrieval) is a task within Information Retrieval, whose end is the
setting up of systems capable of retrieval relevant documents in a language not necessarily that use in the
consultation. This situation creates a lot of additional problems[ 1,6], almost all stemming from the need to

improve the existing linguistic barrier. In one case, the barrier is that between English and Spanish. Namely,

here we retrieve texts in English from queries in Spanish. The approach used is that within the systems based
on electronic dictionaries (ED), Thus, we start with a query in Spanish which must be translated word by word
through the ED into the English language, using this new query with a traditional IR system. We have used
EuroWordNet [3] as if it were a DE. The choice for EuroWaordNet is due to the final end of this study, not so
much to show a new method within those already existent in CLIR, than to highlight the quality of SemCor
linguistic resource in the calculus of translation probabilitics. Whilst there are studies that propose possible
implementation of CLIR systems from EuroWorNet [4,5], we have focused on the specific study of calculus
of translation probabilities.

2, EuroWordNet

The EuroWordNet project is about the development of a multilingual databasc, in a way that the languages
present are represented and linked in the style of WordNet 1.5 [3,7]. The link between anyone of these lanpuages
though English, which acts as an “inter-lanpuage” or pivet language, for want of a better word. As in WordNet,
in EuroWordNet the words link by meaning in sets of synonyms (synsers). Thus, within one synset we will find
all those words from a particular language which share a common meaning. Among these synsets there are
certain linguistic links such as hypernym, holonym, etc. In addition to this, among synsets of different languages
a relationship of synonym develops and what we could also call “words with close meaning”. Words which,
without being synonymous in one languape and the other, do share a similarity in meaning
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Table I: Query Translation using EuroWordNet as ED.

Original Spanish Consequences of Chernobil
Lematized Consecuencias de Chemnohbil
With MACOH
RELAX
No empty words Consecuencia
Chernobil
Word and meaning, translated Consequence implication# |
according to the relationship { 3 meanings ) entailment# |
of synonym from deduction#4
EuroWordNet consequence#
aftermath#1
upshot#]
resulti3
3 outcome#2
effect#d
consequence#3
chernobil chernobil#]
it (Mo translation)

In our experiments we have used the relationship of synonymy for the translation of the words. There are
works which also make use of the “similar meaning” in the translation [7]. We have preferred to use only the
synonymy relationship for a more restrictive approach,

In that way, having consulted in Spanish, you do away with empty words, you lemmatized each word
using MACO + RELAX [8], and you extract for each meaning of the lemma, the set of words that make up
the corresponding synsets in the target language, English being this particular case.

3. Filtering of Queries

This simple approach shows several problems, already manifest in WordNet, the great amount of “noise”
that the synsets bring, due to the fine distinction of meanings existing for each word. For instance, the word
“capacidad” (capacity) has up to twelve possible translations into English, shared amaong the five meanings
which the original word has,

Table 11. Weights for the 3 meanings of the word absolute

Word Meaning Freq. Weight
absolute 1 (1] 0,6665
2 4 0,2667

3 1 00667

One way of solving this problem could be trying to put meanings into groups, whose difference is
irrelevant to all needs of Information Retrieval [9]. The difficulty in this approach is precisely knowing when to
Jjoin 2 or more meanings into just one. Our approach differs considerably from the idza of grouping according to
meaning, although they are not incompatible. The method suggested here, attempts to filter the consultation
obtained through translating word by word carricd out on EuroWordNet, disposing of these words we consider to
be a translation of the word in Spanish very rarely. It is important to point out that no ambiguity is being carried
out over the original word in Spanish, for all the possible meanings of the word are taken into account. All we are
lrying to achieve is get rid of all those words in English which are a translation of the original word in Spanish
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though highly unlikely. In short, what we are tying to establish is the probability that a given word T in Spanish,
and its corresponding translation into English { S1,...5n}., how probable Si be a translation of T. There are
lexical databases, such a VLIS [10.11] that make this calculation of translation probabilities process easier,
although we have decided to calculate this fact from corpus SemCor. The idea is simple: each —T, S1- couple
share a particular meaning. For instance, the word “sanatorio™ in its different meanings can be translated as
“sanatorium” with meaning 1 and meaning 2 (sanatorium#l, sanatorium#2), or as “home” with meaning 2
(home#2), However, it is unusual for “home" to appear with the meaning “sanatorium™ and so we expect the
translation probabilities P(“sanatorio”/home™) to be low. In other words, the probability of “home#2" must be

fow,
To obrain the translation probabilities, each word is jotted down wath its meaning. We can calculate the

frequency of each meaning of a given word and, from the table of frequency of meanings, the probabilities are
that, give a set word, this latter is behaving in a particular meaning. Table 1l shows an example of this
process.

Once the probability of each meaning is calculated for a given word S, we can learn that the probability
that 5 be a translation of a specific Spanish word T, shows a relationship of synonymy with some of the
meanings of §, then it will be precisely the probability of this meaning of § that we will suppose to be
probability of translating T for §. In other words, if we consider a word T in Spanish, can be translated into
some of its meanings for the word S with the meaning “j” in English, then we may conclude thar the
probability of translating T for S is precisely that where § acts with the | meaning for in that case it would be
obvious that 5 and 57 share the meaning j. That is why, indircctly, we are expanding our original consultation
by adding all those synonyms of T. The use of this method, in addition to its availahility, shows another clear
advantage with repard to a ED with probability of translation, of being readily gradable in word-pairs. That is:
how probable is translating the words T1 and T2 for 51 and 82, assuming we find 51, 52 in the text, each one
with its specific meaning, The relationship between S1 and S2 can be caleulated through SemCor according to
criteria such as co-relation indexes [6] and more complex techniques such as the usc of tress of dependence in
micro-contexts [12].

Another peculiarity of this approach is that it is very suitable for applying disambiguity techniques over
the original consultation, written in Spanish in this instance. Since we are translating T for 8, due to the fact
that they share a certain meaning, it would be very worthwhile to know whether T is really acting with the
same meaning that it shares with S. Although this approach could almost certainly improve our levels of
cxactness, s use is bevond the reach of this current study,

Finally, SemCor shows two serious drawbacks. The first being its relatively small size {(SemCor 1.6 has
approximately 31600 pair —word, meaning-)and the second is that it is only available for the English
language,

4. Description of the experiment

In our experiment we have opted for the ZPrise [13] Information Retrieval System. This chaice has
been determined by the availability and for being a system recommended in the evaluation of linpuistic
tesources in CLIR tasks like that presented here [16]. As a Corpus, we have used the “Los Angeles Times,
1994" Documents (LAT94), used in the CLIF conferences for the evaluation of IR systems. This collection
has 113.005 documents from the “Los Angeles Times™, in its 1994 editions. The tittle, heading and article
core have been extracted. On that basis, the official experiments carried out were as foilows:

i sinai_org tun: original consulting game in English. This is taken as our best case and the
reference for the rest of runs

Following that, we have considered the original consultations in Spanish, to later translate them
word by word, using to this end the existing relationship of 5ynun}«'my in EuroWordMet, On this
translation we have done three more experiments:
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ii. Sinai-ewn run: carrying out of the consultation we obtained through the translationword by ‘8
word with EuroWordNet. :

iii. . sinai-ewn2 run: to the set of consultations obtained in (ii), you apply a filtering based on the
probabilities of translation obtained with SemCor: eliminate all those that do not surpass the
threshold of 0,25 in their probability of translation. It is important to peint out that those
words that do not appear in SemCor in any of it meanings remain in the original
consultation, as they are words of which we have no information.

5. Results obtained

The 11-pt precision we have obtained for every one of the following experiments is detailed in the next
graph, together with the average precision

Table IV. Avg precision obtained. Figure I. 11pt-precision obtained,
official run Avg. 08
Prec; : I

sinai_org 0,4208 07 .\!\

sinai_gwn 0,1701 \

— 0,6 - .
sinal_ewn2 0,1941 | —— sinai_org

0.5 —b— sinai_ewn

0,4 -
03 ———
0,2

—8—sinai_ewn? | |
I
|

0,1

UIIII A T A !
12 34567 8 91011

In relative terms, if we consider the sinai-org, as the best experiment we notice that the loss of precision
in the sinai-ewn experiment is 59,5% compared to a 53,8% loss in the sinai-ewn2 (EuroWordNet + SemCor)
one. Therefore the use of probabilities of translation calculated on SemCor reduces the lack of precision to
6,3% compared to that obtained using EuroWordNet without filtering (sinai-ewn experiment).

It is likely this percentage would improve if you could count with a corpus filled with the meanings
from EuroWordNet with a number of words for superior to that of SemCor.
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Table V. Breakdown af words in the consultations translated from EuroWordNet.
PT = Probability of Translation

cons_exp cons_exp+multiwords

Appear in SemCor PT=0,25 344 PT=>0,25 42
PT<0,25 205 PT<0,25 12

Sum: 639 Sum: 54

Do not app ear in SemCor 196 137
Sum 735 191

In Table V you can seec how many times SemCor has lent some information for the elimination of noise,
Thus, we notice that a total of 735 words, which is the balance of cons-exp consultations, on 196 occasions
we get no information at all from SemCor. That is on a 27% of times we cannot decide whether the word isa
pgood translation or not. This situation become acutely worse if we consider the multi-words. Then the
percentage of indecision rises to 72%. However, for those multi-words we do not find on SemCor, we notice
that 77,8% turn out to have a probability of translation PT superior to 0,25 compared to 53,8% of simple
words. This could be read as that because multi-words tend to be a more precisc translation of the original
word, as in general a multi-word tends to be monosemous or with very few meanings, it is therefore, more
likely that if we find a multi-word in a determined text, this normally happens with the same sense as the word
from which it is translated.

6. Conclusions and future works

We have presented a CLIR system based on ED. In future works, we will study the effeet of such
multi-words in indexes capable of working with lexical units of this kind, and not just with simpls words.
Along those lines, research into the exploration of the consultation as well as the recovercd text looks very
promising, in the search for gvidence that could indicate the existence of multi-words not registered on
EuroWordNet.

In addition to that, ugc' have also mentioned a possible solution to the excessively tine grain that
appears on EuroWordNet, for Information Retrieval tasks, based on the probability of translation calculated
from the frequency of meanings of the words listed in SemCor. Whilst you benefit in terms of precision, it is
far from adequate, although it shows that an approach of this kind could be useful. Our next steps must be
hraded towards improving these calculation of translation probabilities, through the use of linguistic resources
of greater reach than SemCor, such as large parallel corpus or similar. Another aspect worth taking into
consideration is combining the “peaks” of the queries here carried out with techniques of lexical disambiguity
because they are in a certain sense, two sides of the same coin.

References

[1] Gregory Grefenstette (1998}, "The Problem Of Cross-Language Information Retrieval”. In: Cross-
Language Informarion Retrieval, Capitlo 1. Kluwer Academic Publishers.

Schauble, P, & Sheridan, P, (1997), "Cross-Language Information Retrieval (CLIR} Track
Overview". In: Voorhees, E, M. & Harman, D. K_ (eds.), NIST Special Publication 500-226: The
Sixeh Texr REtrieval Conference (TREC-6) MIST. Available at
hitp:/firec.nist.gov/pubs/trect/t6_proceedings.html [15/02/2000].

(2]




F. Martinez Santiago, L. A. Urefia Lépez, M. C. Diaz Galiano, M. Garcia Vega, M. Martin Valdivia

(31

[4]

(5]

(€]

[7]

(8]

9]

[10]

[11]

[12]

[13]
[14]
[15]

[16]

Vossen, P. (1997). "EuroWordNet: A Multilingual Database for Information Retrieval”. In: THIRD
DELOS WORKSHOP Cross-Language Information Retrieval, pp. 85-94. European Research
Consortium For Informatics and Mathematics. Available at: http://www.ercim.org/publication/ws-
proceedings/DELOS3/Vossen.pdf [01/03/2000].

Gonzalo, J., Verdejo, F., Peters, C. & Calzolari, N. (1998). "Applying EuroWordNet to cross-
language text retrieval”, In Computers and the Humanities, 32( 2-3), pp 185-207

Vossen, P. (1997). "EuroWordNet: A Multilingual Database for Information Retrieval®. In: THIRD
DELOS WORKSHOP Cross-Language Information Reitrieval, pp. 85-94. European Reszarch
Consortium For Informaties and Mathematics. {Online]. Available at;
http:/fwww.ercim.org/publication/ws-proceedings/DELOS3/Vossew.pdf [01/03/2000].

David A. Hull, Gregory Grefenstette (1996). “Experiments in Multlingual Information Retrieval®. In
Proceedings of the 19th Annual International ACM SIGIR Conference on Research and
Development in  Information Retrieval. Available at:  hitp://www.xerox.fr/people/grenoble/
hull/papers/sigir96.ps,

Tim Gollins, Mark Sanderson (2000). “CLEF 200 Submission(Bilingual Track - German to
English)”. In Working Notes for CLEF 2000 Workshop . Available  at
http:/fwww.iei.pi.cor itYDELOS/CLEF/shefficld.doc [1/4/2001).

S. Acebo, A. Ageno, 5. Climent, J. Farreres, L. Padrd, F. Ribas, H, Rodriguez, O. Soler (1994}
“EMACQO: Morphological Analyzer Corpus-Oriented”. In ESPRIT BRA-7315 Acquilex I, Waorking
Paper 31,

Gonzalo, )., Chugur, [. and Verdejo, F. (2000), “Sense Clusters for Information Retrieval: Evidence
from Semcor and the InterLingual Index". In Proceedings of the ACL'2000 workshop on Word
Senses and Multifinguality, Hong-Kong, Available at
http://sensei.icec.uned.es/~julio/publications.himl [12/4/2001]

Djoerd Hiemstra, Wessel Kraaij, Renée Pohlmann, and Thijs Westerveld (2000), “Twenty-One at
CLEF-2000: Translation resources, merging strategies and relevance feedback™, In Working Notes

for CLEF 2000 Workshop . Available at: hup://www.ici.pi.cnr.it/DELOS/CLEF/sheffield.doc

[1/4/2001].

D Hicmstra and W, Kraaij (1999). “Twenty-One at TREC-7: Ad-hoc and cross-lanpuage track™. In
Proceedings of the seventh Text Retrieval Conference TREC-7, NIST Special Publication 500-242,
pages 227-218,

Martin Holub and Alena Béhmovi (2000). "Usc of Dependency Tree Structures for the Microcontext
Extraction”, In ACL'2000 workshop on Recent Advances in Naiural Language Frocessing and
Information Reirieval., Hong-Kong.

ZPrise, devcloped by Darrin  Dimmick (NIST) . Available on  demand at
hrtp:/fwww.itl.nist. gov/iaui/894.02/works/papers/zp2/zp2 . html [2/6/2001]

L.A. Urefia, M. Buenaga y .M. Gomez (2001). “Integrating linguistic resources in TC  through
WSD. In Computers and the Humanities, 35/2, pp. 215-230. May 2001.

CLEF, Cross Language Evaluation Forum,

http://galiles.iei pi.enr ity DELOS/CLEF/index html [2/6/2001]

Gonzale, J. (2001). “Language Resources in Cross-Language Information Retrieval: a CLEF
perspective”™. In Cross-Language Information Retrieval and Evaluation: Proceedings of the First
Cross-Language Evaluation Forum, Lecture Notes in Computer Science, Springer-Verlag.

-

i‘
t



