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Preface

This volume contains articles accepted for presentation during The Inti
ligent Information Processing and Web Min ng Conference IIS:IIPWM'(
which was held in Zakopan Poland, on May 17-20, 2004. This conference
a continuation of a series of 13 successful symposia and conferrences on Inte
ligent Information Systems, organized by the Institute of Computer Scien
of Polish Academy of Sciences, devoted to new trends in (broadly understooc
Artificial Intelligence.

The idea of organizing such meetings dates back to 1992. Our main i
tention guided the first, rather small-audience, workshop in the series was t
resume the results gained in Polish scientific centers as well as contrast ther
with the research performed by Polish sc s working at the universiti
in Europe and USA and their foreign collaborators. This idea proved to b
altractive enough that we decided to continue such meetings. As the year
went by, the workshops has transformed into regular symposia devoted t
such fields like Machine Learning, Knowledge Discovery, Natural Languag
Processing, Knowledge Based Systems and Reasoning, and Soft Comput
(ie. Fuzzy and Rough Sets, Bayesian Networks. Neural Networks and Evo
lutionary Algorithms). At present, about 50 papers prepared by researche
from Poland and other countries are usually presented.

This year conference devotes much more attention Lo the newest devel
opments in the avea of Artificial Intelligence, rolated to broadly understooc
Web mining. In connection with these and related issues, contributions were
accepted, concerning:

* recommenders and text classifiers

il language processing and understanding for search engines anc
applications

* computational linguistics

information extraction and web r 1ing

data mining, machine learning and knowled ge discovery technologies item
knowledge representation

web services and ontologies

logics for artificial intelligence

foundations of data mining

medical and other applications of data mi ing

The above-mentioned topics were partially due to invited sessions orga
nized by Erhard W. Hinrichs, Zbigniew W. Ras, Ro Swiniarski, Henryk
Rybifiski, and Ryszard Tadeusiewicz.

Out of an immense flow of submissions, the Program Committee has se-
lected only about 40 full papers for presentation and about a dozen of posters,
constituting about 55% of the total number of sub itted contributions.




VIII

® ® ® 5 " 0 0 0 @

Alicja. Wakulicz-Deja (University of Silesia, Poland)

Jan Weglarz (Poznan University of Technology, Poland)

Stefan Wegrzyn (Polish Academy of Sciences, Poland)

Krzysztof Zielinski (University of Mining and ‘Metallurgy, Poland)
Djamel A. Zighed (Lumiére Lyon 2 University, France)

Jana Zvarova (EuroMISE Centre, Czech Republic)

We would like also to thank additional reviewers

Witold Abramowicz (Poznan University of Economics, Poland)
Jerzy Cytowski (Warsaw University, Poland)

Andrzej Cayzewski (Gdansk University of ' ‘echnology, Poland)
Jirka Hana (The Ohio State University, USA)

Bozena Kostek (Gdansk University of Technology, Poland)
Geert-Jan Kruijff (Universitit des Saarlan Germany)
Anna Kupéé (Polish Academy of Sciences, Poland)

Malgorzata Marciniak ( sh Academy of Sciences, Poland)
Agnieszka Mykowiecka (Polish Academy of Sciences, Poland)
Zygmunt Vetulani (Adam Mickiewicz University, Poland)

Table of contents

Part I. Regular Sessions: Machine Learning, Machine Discovery
and Data Mining

Mining Spatial Association Rules .. ... ... ... ... .. e =g
Robert Bembenik, Grzegorz Protaziuk

Modeling of the Form of Heliosphere and its Role on the
Annual Variations of Galactic Cosmic Rays ..., .., T —— .. 13
Tengiz B. Botchorishvili, Marina Nelneridze

ADX Algorithm: a brief description of a rule based classifier . . 19
Michat Dramiriski

Query Selectivity Estimation via Data Mining . .............. 29
Jarek Gryz, Dongming Liang

Exploiting sensitivity analysis in Bayesian networks for
customer satisfaction study . .. . O T S A P 39
Waldemar Jarosiski, Josée Bloemer, Koen Vanhoof, Geert Wets

On Admissible Substitutions in Classical and Intuitionistic

Sequent, Logics ............ T — R _ 49
Alexander Lyaletski
On Learning of Sunspot Classification ..... ... S !

Trung Thanh Nguyen, Claire P. Willis, Derek J. Paddon, Hung Son
Nguyen

Testing microarray analysis methods with semi-synthetic data 69
Michat Okoniewski, Bart Naudts

A new algorithm to build consolidated trees: study of the error
rate and steadiness ....... . . . T ———_ G R e 79

Mining texts by association rules discovery in a technical corpus 89
Mathieu Roche, Jérome Azd, Oviane Matte- Tailliez, Yves K. odratoff

A Hybrid Approach to a Classification Problem ...... ... . 99
Piotr Sapiecha, Henry Selvaraj, Jarostaw Stariczak, Krzysztof Sep,
Tadeusz Euba

Confusion Matrix Visualization : I
Robert Susmaga



Independent Component Analysis for Filtration in Data
VRN < 4o avicasi oo s st S8 G G e e Eece ST ee PR |
Ryszard Sz 5_2.:» Piotr Wojewnik, Tomasz Zgbkowski

Part II. Regular Sessions: Biologically Motivated Algorithms and
Systems

State Assignment by Evolutionary Algorithms . ... .. . S 1.1
Mariusz Chyzy, Witold Kosiriski

Coevolutionary feature construction for transformation of
representation of machine learners. . ......... .. .. e . 139
Krzysztof Krawiec, Leszek Wiodarski

Theory of Collective Intelligence provides formal relations
between Intelligence, Life, and Evolution ........... . 151
Tadeusz Szuba, Marcin Szpyrka

Application of evolutionary computing to conformational
analysis.............. R e A 1 M fners bawe 18
Aleksander Wawer, Franciszek Seredyriski, Pascal Bouvry

A Novel Genetic Algorithm Based on Multi-Agent Systems... 169
Weicai Zhong, Jing Liu, Licheng Jiao

Part ITI. Regular Sessions: Natural Language Processing

Learning reversible categorial grammars from structures.. .. 18]

r

Jérdme Besombes, Jean- Yves Marion

An Approach to Computational Morphology ....... .0 191
Janusz S. Bier

Semi-incremental Addition of Strings to a Cyclic Finite
Automaton ........ e e e s e e ey e
Jan Daciuk

Semi-automatic stemmer evaluation ......... G SR ceae 209
Leo Galambos

Development of a Pediatric Text-Corpus for Part-of- Speech
TR < o K705 T8 7o e o o messmiiecn ot o e o O S A A S 219
John Pestian, Eukasz ltert, 5?.?-.&::. U:..,.:

Information Extraction for Polish Using the SProUT
Platform. ... ... ... i,

Jakub Piskorski, Peter Homola, Malgorzata En__...\,_x:,w bc:“&nrn
Mykounecka, Adam Przepiorkowski, Marcin Woliriski

Towards the Design of a Syntactico-Semantic Lexicon for
PO - oo o wime: sraseit s st s ot U s WA e s S T di
Adam Przepiorkowski

Automatic utierance boundaries recognition in large Polish
BEXL, CONTORA v siemas v itinn e laigal h e s viaias BEmiie s vem o mree o

Michat Rudolf, Marek ?Eamﬁs»n

A Flexible Rule Compiler for Speech Synthesis ..... ..
Waojeiech Skut, Stefan Ulrich, Kathrine Hammervold

A Practical Application of Morphological Analysis of Polish
Krzysztof Szafran

. 237

Part IV. Regular Sessions: Web Mining, Web Technologies and

Information Retrieval

On-line Thematic and Metadata Analysis of Document
Collection ...,...ccvvvvernn.. T i
Mikhail Ageev, Boris Dobrov, Nikolai 3:?&.:: \m :L?:Z_ra

Analysis of priority and —.z:.:_:.::.m effects on web A.::.i_:m
performance , :
Ali Mohammad Nn: } m:?_»a ?.?35 Salehie, Mohammad LN:B_E_

Dynamization in IR Systems
Leo Guatambos

An Enhanced Semantic Indexing Implementation for Concep-
tual Information Retrieval
Eric Jiang

Towards a More Realistic Web Graph Model ............. ..
Mieczystaw A. Klopotek, Marcin Sydow

Ontology As a Definition of Meaning
Marek Labuzek

Text Categorization using Learning Vector Quantization
Algorithm ..... .. ... . ... e R St
M. Teresa Martin- Valdivia, _..\._.a::l Garcia- _w\m.ez_ Miguel A.
Garcta-Cumbreras, L. \.:?:7: Urena Lipez

321

... 331

341



X1l

Semantic Web Services in L2L .................
Marcin Okraszewski, Henryk Krawczyk

Lingo: Search Results Clustering Algorithm Based on Singular
Value Decomposition . ............... L8l R AR 8 ot
Stanistaw Osiviski, Jerzy Stefanowski, Dawid Weiss

Conceptual Clustering Using Lingo Algorithm: Evaluation on
Open Directory Project Data . ..................
Stamstaw Osiriski, Dawid Weiss

What Can Be Learned from Previously Answered Questions?
A Corpus-Based Approach to Question Answering.
Marcin Skowron, Kenji Araki

Extensions of PageRank. The RBS Algorithm ........ ..
Marcin Sydow

Part V. Poster Session

Visualizing large data by the SOM and GTM methods — what
are we obtaining? . ....... . ........... T m— o
Anna Bartkowiak

AntSearch — a new search algorithm ........... ..
Urszula Boryezka

Trigram morphosyntactic tagger for Polish ...........
Lukasz Debowski

Natural Language Processing Using Generative Indirect
Dependency Grammar . ........ i P S e
Stefan Diaconescu

Automatic Text Clustering in the Polish Language ... ..
Marek Gajecki

The impact of NLP techniques in the multilabel text classifi-
cation problem .................... e
Teresa Gongalves, Paulo Quaresma

Cluster Analysis of Named Entities ............. :
Zormitsa Kozareva, Joaquim Silva, Pablo ?.E.:::z Gabriel T:.:..

Indexing Object Propagation in Large Systems ... ..
Dariusz Krdl, Artur Mozdzyriski

Intelligent Resources Search in Virtual Libraries.. .. . .....
Sebastian Ryszard Kruk, Henryk Krawczyk

349

L. 359

369

BRI s

489

404

. 409

414

419

424

429

434

439

A syntactical analysis of anaphora in the Polsyn parser .
Stawomir Kulikdw, Julia Romaniuk, Nina Suszczariska

Genetic Algorithm as an Aitributes Selection Tool for
Learning Algorithms.. ... .. . ..., .. T — T a0
Halina Kwasnicka, Piotr Orski

IBIS: A New Evolutionary Algorithm for Timetable Problem .

Pawel B. Myszkowski, Haline Kwasnicka

Tree-based Algorithm for _upzn:{mlzn Extended Action-Rules

X1

2

. 44

(System DEAR2) . O A e N SRR RS S e .8 vie 45
Li-Shiang Tsay, N‘;QEEQ w. :E. L.mea vSunme;a:_,ﬂ»a

Semantic Representation of English Phrasal Verbs . . . ., e 48
Julija Televnaja, Krista Bennett, Christian Hempelmann, Katrina F.
Triezenbery

An algorithm of knowledge extraction from trained neural
networks. .. ... RN SR P RN RO 8 e e SR e S G B v 47
Tadeusz Wieczorek, Stawomir _na__...:..

Document Ontology Discovery Tool.........., 47
Janusz Wnek

Part VI. Invited Session: Machine Learning Techniques for
Computational Linguistics

Rule-based and Statistical Approaches to Morpho-syntactic
Tagging of Garman ..., ... ivicivsinsetronenennen T 48;
Erhard W. Hinrichs, Julia S ?,._:iﬁ__:

Phonotactics in Inductive Logic Programming . 49!
John Nerbonne, Stasinos Konsgtantopoulos

Part VII. Invited Session: Knowledge Discovery

A Hybrid Approach to Semantic Web Services Discovery .. ... 50
Salima Benbernou, Etienne Canaud, Mohand-Said Hacid, Farouk

Toumani

Discovering Logical Structures in Digital Documents ......... 5l
Floriana Espogito, Stefano Ferilli, Teresa M.A. Basile, Nicola

i Mauro

Email Classification with Temporal Features .......... % i 52i

Svetlana Kiritchenko, Stan Matwin, Suhayya Abu-Hakima



340

10.

Marek Labuzek

Groenendijk J.; Stokhof M, Dynamic Predicate Logic, Linguistics and Philos-
ophy 14, pp. 39-100, 1991 . .

Hausser R., Foundations of Computational Linguistics, Univeristaet Erlangen
Nuernberg, Germany, 1999

Huzar Z., Labuzek M., A tool assisting creation of business models, m..ocuam.
tions of Computing and Decision Science, Vol. 27. - No. 4 - 2002, Institute of
Computing Science, Poznan Technical University, 2002
Minsky M. A Framework for Representing Knowledge, in
Computer Vision, ed. WingtonP, H., Mc¢ Craw-Hill Computer
1975

Meta Object Facility (MOF') Specification, available at www omg,.org )
Montague R. The Proper Treatment of Quantification in Ordinary English
in: Proc. of the 1970 Stanford Workshop on Grammar and Semantics. ed. J.
Hintikka et al., D. Reidel Publishing Company, 1973. . _
Tarski A. The Semantic Concept of Truth in: Philosophy and Phenomenological
Research 4: 341-375, 1944,

yehology of

16

Text Categorization using the Learning Vector
Quantization Algorithm

M. Teresa. Mart{n-Valdivia', Manuel Garcia-Vega®, Miguel A.

sarcia-Cumbreras?, and L. Alfonso Urefia Lépesz?

' Departamento de Informd :a, Jadn University,

Campus Las Lagunillas §/N, Jaén 23071, Spain

* Departamento de Informitica, Jadn University,
Av. Madrid, 31, Jaén 23071, Spain

Abstract. Text Categorization (TC) consists of assigning predefined categories
bused on the conte al language texts. In this paper, we present a new
approach that uses Learning Vector Quantization (LVQ) algorithm to auto-
matically categorize the Reuters-21578 test collection according to its content. The
LVQ algorithm is a competitive neural learning method based on the supervised Ko-
honen model. We have carried out the experiments on one of most, popular Reuters
partitions (ModApte Split). The results obtained are very promising and encourage
us to continue working in this line.

1  Introduction

Nowadays the amount of pu icly available information on the web is in-
creasing rapidly every day and automation of categorization and filtering of
documents has become an essential procedure. Text Categorization (TC) is a
important task for many Natural Language Processing (NLP) applications.
Given a set of documents and a set of categories, the goal of a categorization
system is to assign to each document s set (possibly empty) of categories
that the document belongs to.

TC requires the use of a collection of documents labelled with categories.
TC systems based on learning approaches need the division of the collection
in a training collection and a test collection. There are several works that use
learning approaches to TC tasks including regression [16], Bayesian models
[2], decision tree [7] etc. In recent years, several researchers have used neural
network approaches to TC. A neural network is a statis al information
model that uses learning to adj the model.

In fact, neural architectures are successfully used by Wiener et al. [15] and
by Ng et al. [10]. Both works train one neural network per category. However,
Wiener et al. use a multilayer perceptron (MLP) with one hidden layer and
Ng et al. use a simple perceptron (without hidden layer).

Yang and Liu [17] also use & MLP but they train one single neural network
on all the categories used. This model uses much less time that the above
approaches.
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Recently, Kohonen et al, [5] describe the implementation of a system that
is able to organize vast document collections according to textual similarities,
It is based on the Self-Organizing Map (SOM) algorithm. The developed
system is known as WEBSOM and the results obtained are very promising.

Martin et al. [9] train one neural network based on the Kohonen model
[4] to categorize a multilingual corpus: the polyglot Bible [11]. They use
the Learning Vector Quantization (LVQ) algorithm, which is the supervised
version of Kohonen's SOM,

In this work, we propose the use of the LVQ algorithm to train one nen-
ral network that learns the categories of the Reuters-21578 test collection’.
Reuters is a linguistic resource widely used in TC [6] with the purpose of
proving the effectiveness of TC systems,

We need represent the document collection in an appropriate way in or-
der to use the LVQ for TC. There are several models that have been used as
information representation models, such as the Vector Space Model (VSM),
Probabilistic model and Boolean model. In this work we will use the VSM,
which is considered an effective model in the Information Retrieval (IR) com-
munity [1].

The paper is organized as follows, Firgt, we describe the LVQ algorithm,
Next, we present the information representation model based on the VSM and
the evaluation measures used. After this, we show our evaluation environment
and results. Finally, we present our conclusion and lines of future work.

2 The LVQ Algorithm

This work proposes the use of competitive neural learning based on the Koho-
nen model [4] to accomplish the TC task: the Learning Vector Quantization
(IVQ) algorithm. The LVQ algorithm has been successfully used in several
applications [4], such as pattern recognition, speech analysis, etc. However,
there are few studies that use LVQ for TC.

The LVQ algorithm is a classification method, which allows the de
tion of a group of categories on the space of input data by reinforced learn-
ing, either positive (reward) or negative (punishment). LVQ uses supervised
learning to define class regions on the input data space. For this, a subset of
similarly labelled codebook vectors is placed into each class region.

The basic LVQ algorithm is quite simple. It starts with a set of input
vectors z; and weights vectors wy which represent the classes to learn, In
each iteration, an input vector z; is selected and the vectors wy, are updated,
so that they fit x; better. The LVQ algorithim works as follows:

For each class, k, a weight vector wy is & iated, In each repetition,
the algorithm gelects an input vector, 2y, and compares it with every weight

' The Reuters-21578 text categorization test collection is available at
http:/ /www.daviddlewis.com/resources/testcollections /reuters21578/, thanks to
Reuters, Carnegie Group, and David Lewis.
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waﬁc... Wy, using the Euclidean distance — Wgl|, 80 that the winner wil
he the co i i e 557 o
m 2.,.: ocamr._or vectors we closest to z; in the input space for this distance
unction. The determination of ¢ is achieved by following decision process: |

|2 — wel| = 5*5 s — wy| (1)

C=arg :r_: g — wy]| (2)

The classes compete betwe

en themselves in order to f ich i
q ; ) Gl ol 1 . 3
similar to the input vector it

80 that the winner is the one wi
i ; 3 ner is the one with the smallest
Fm.wm_amwﬁ distance with regard to the input vector. Only the winner class
E . . o - i ) .
E__ ! mnwoﬁ_@ its Em_m.rﬁm using a reinforced learning algorithm, either positive
' negative, depending on the lassification being correct or not. Thus, if the
_..E::E class ;_,_1 the input vector have the same class (the _
een correct), it will inereage the weights, coming slightly
e___ai_w_,.*c__ the M._n_:___.__w:.? if the winner class is different :_,c_z the input vector
class (t e classification has not been correct), it will decrease the weights
moving slightly further from the input vector, o Sl
Let 24(¢) be an input vector at time ¢, and wy(t) represent the weight

vector for the class & ai time ¢ Tt i i
: lass k itme £. The following equations defi ic
learning process for the LVQ algorithm: e VRS e

lassification has
closer to the input

Wt + 1) = w,. (1) + a(t)|x(t) - we(t)]

il z; and w, belong to the same clags

wo(t) — aft) [z (t) — we(t)) (3)
if z; and w. belong to different class

Wi(t 4+ 1) = un (1) if k #c

we(t+1)

Sm_:,:M. a(t) is the learning rate, which de
ol training < << i§ re
_a_‘:”_h”:“wfﬁ:x < ___Hm: _, < 1). It is recommended that a(t) be rather small
vy sdy, smaller than 0.3, and that it decrease to a giver
Pese al it dec t Lo a given threshold, v,
very close to 0 (4], In our experiments, we have initialized a(4) to 0.1 “

creases with the number of iterations

3 Information Representation Model

In order to represent appropriately the

document collection, we i
de i ta ction, we have decidec
Lo use the VSM as information re e

presentation mode),

3.1 Vector Space Model

The %m._s. [1] was originally development for IR community
used in other NLP tasks such as TC or Word Sense Disam .

(8].

but it can be
puation (WSD)
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The VSM represents a document by a weighted vector of terms. A weight
asgigned to a term represents the relative importance of that term. One com-
mon approach for term weighting uses the frequency of occurrence of a partic-
ular word in the document to represent the vector components [12]. In order
to calculate the term weights, we have used the standard tf » idf equation,
where 1 f ig the frequency of the term in the document, and idf is the inverse
document frequency defined as:

idf = logy HWW (4)

where df; (document frequency) is the number of documents in the collection
in which the term occurs, and M is the total number of documents,
Thus, the weight w;; is calculated by the following equation:
wig = Lfiy X idfy (5)

1t in docu-

where ¢ f;; (term frequency) is the number of oecurrences of ©
ment 7.

Categories are also represented by term weight vectors. The similarity
between documents and categories is computed by the cosine of the angle
of their vectors. Thus, the similarity between document j and category k is
obtained with the following equation:

NUW_ Wiy * Cik
N N o (6)
/\Mu.n._—.kw ut.m.u : M_.H._

where N is the number of terms in whole collection, wy; is the weight of term
# in document j and cy is the weight of term i in category k.

sim(d;, cx) =

3.2 Evaluation Measures

The effectiveness of a classifier can be evaluated with several measures [13).
The classical “Precision” and “Recall” for IR are adapted to the case of TC.
To that end, contingency table for each category should be generated (Table
1), and then the precision and recall for each category are calculated following
equations 7 and 8.

Table 1. Contingency Table for 1 Category

YES is correct,.  NO is correct,

YES is assigned @ by
NO is assigned € d,

Text Categori using LVQ 345

. P !

ey (7)
_ G

Ri = ai 4+ ¢ ﬂm:

In order to measure globally the average performance of a classifier, two
measures can be used: micro-averaging precision P, and MACTO-averaging
precision Fouera.

= Yo
By = —geti=l 9)
MU_H_ AD. + ﬁ_.L
) MM_ru_ P
maero = = 5 :_._:

K

where K is the number of categories,

4 Experiments

When we evaluate a T'C syst it. is necessary to divide the data collection
into two subsets: 1, set and a test set. The collection contains a set of
documents and, for each document, a specification of which categories that
ﬂon:_:ai belongs to. There are currently several TC linguistic resources
from which a training subset and a test subset can be obtained, such mr.“
the huge TREC collection [14], OHSUMED (3] and Reuters-21578 [6]. In our
experiments we have selected Renters because it has been used in many other
studies, facilitating the comparison of results [18] .

4.1 Reuters-21578 Test Collection

:% Reuters-21578 test collection consists of 21,578 newswire stories about
financial categories collected during 1987 from Reuters. For each document
a human indexer decided which categories from which sets that __..:.::_E;_
belonged to. There are 135 different categories, which are overlapping and
non-exhaustive, and there are relationships among the categories, Figure 1
shows a document, from Reuters-21578 with TOPICS categories “crude” and
“nat-gas”. .

The Reuters collection can be divided into various training and test sub-
sets. One of the most popular partitions is the ModApte Split. Our experi-
its have been carried out with this division,
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<REUTERS TOPICS="YES" LEWISSPLIT="TRAIN" CGISPLIT="TRAINING-SET"
(LDID="18426" NEWID="2007"> <DATE> 6-MAR-1987 09:24:40.64</DATE>
<TOPICS><D>crude</D><D>nat-gas</D></TOPICS>
<PLACES><D>canada</D></PLACES> <PEOPLE></PEOFLE> <DRGS></0RGS>
<EXCHANGES></EXCHANGES> <COMPANIES></COMPANIES> <UNKNOWN>

BRE k#5645 E F Y EN22; 8822 #1;£00258#31 ;reuter
BC-orbit-oil-increases  03-05 0094</UNKNOWN> <TEXT>E#2;
<TITLE>ORBIT INCREASES OIL AND GAS RESERVE VALUES</TITLE>
<DATELINE> CALGARY, Alberta, March § - </DATELINE>
<BODY>k1t;0rbit 0il and Gas Lud> said the value of its oil and gas
reserves increased by 19 pct to 52.6 mln dirs from 44.2 mln dlrs
reported at year-end 1985, according to an independent appraisal.
Orbit said it has reserves of 2.4 mln barrels of oil and natural
gas liquids and 67,2 billion cubic feet of natural gas. Hu.
addition, 75 pct owned &1t;Sienna Hesources Ltd> has Canadian
raserves of 173,000 barrels of oil and 1.6 bef of natural gas with
a current value of 2.2 mln dire, Orbit said.
Reuterk#3;</BODY></TEXT> </REUTERS>

Fig. 1. Document number 2,007 from Reuters-21578

4.2 Results

The Reuters-21578 collection has been pre-processed as usnal, removing com-
mon words with the SMART? stoplist and extracting the word stems using
the Porter algorithm [1].

Table 2. Contingency Table for “earn” Category

YES is correct  NO is correct

YES ia assigned 1,039 03
NO is assigned 44 1,398

Table 3. Contingency Table for “coffee” Category

YES is correct.  NO is correct

YES is assigned 10 92
NO is assigned 0 2,472

2 SMART is one of the most well-known IR experimental systems of public domain
at ftp://ftp.cs.cornell.edu/pub/smart
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In our experiments, The P, ..o and the %, obtained is 0.48 and 0.73,
respectively. The best result is obtained for the “earn” category and the
worse result is obtained for the “coffee” category, Table 2 and Table 3 show
the contingency table for these twocase. The precision for the “earn” category
is 0.92 with recall 0.96. However, we obtain a precision of 0,10 and recall 1
for the worse case (“coffee” category).

5 Conclusions

This paper uses the LVQ algorithm to train a neural network that learns to
categorize text documents. We prove the effectiveness of the classifier on the
well-known Reuters-21578 test collection,

The results obtained are very promising and show that our new approach
based on supervised Kohonen model is very successful in automatic TC. The
LVQ algorithm can be & good alternative to other TC methods although is
necessary to continue working in this line in order to improve the results,

The integration of lexical resources (such as Machine Readable Dictio-
naries or Lexical Databases) with the LVQ algorithm will focus our future
work.
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