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The Merging Problem in Distributed
Information Retrieval and the 2-Step RSV

Merging Algorithm

Fernando Martínez-santiago, Miguel Anger García cumbreras,
and L. Alfonso Ureña López

Department of Computer Science, University of Jaén, Jaén, Spain

Abstract. This paperr presents the apprication of the 2-step RSV
(retrieval status value) merging algorithm to DIR environments. The
reported experiment shows that the proposed algorithm is scalable and
stable. In addition, it obtains a precision measure higher than the well
known CORI alsorithm.

1 Introduction

usuall¡ a Distributed Information Retrieval (DIR) system must iank document
collections by query relevance, selecting the best set of collections from a ranked
list, and merging the document rankings that a¡e returned from a set of
collections. This last issue is the so-called "collection firsion problem,' [g,9], and
it is the topic of this work. we propose an algorithm called 2-step ns'i ¡:,a]. This algorithm wo¡ks well in cross Language Info¡mation Retrie;al (cl,iRj
systems based on query translation, but the application of 2-step RSV in DIÉ
environments requires an additional effort: learning of collection issues such as
document frequency, collection size and so on. on the other hand, since 2-
step RSV makes up a nev/ global index based on query terms and the whole
of retrieved documents, it makes possible the application of blind feedback
at a global level by means of the DIR monitor, rather than a local level by
means of each individual Information Retrieval (IR) engine. previous works
have researched into the application of pseude.Relevance Feedback (pRF) to
improve the selection process of the best set of collections from a ranked list [S].
This work emphasizes the effectiveness of PR-F applied to the collection fusion
problem. Finall¡ a second objective is to study the stability of 2-step RSV
against weighting function varia¡rces in the local indices.

The rest of the paper is organized as follows. Firstly we present a brief
revision of DIR problems. Section 2 describes our proposed method which is
integrated into CORI model[l]. In section 3, we detail the experiments carried
out and the results obtained. Finally, we present our conclusions and future lines
of work.

t Tht. *-k h* been supported by spanish Government (MCyr) with grant TIC200&
07158-C04-04.

J. L. Vicedo,etal. (Eds.): EsTAL 2004, LNAI 3230, pp.442_453,2004.
@Springer-Verlag Berlin Heidelberg 2004
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The 2-Step RSV Algorithm

e basic 2-step RSV idea is straightforward: given a query term distributed over

eral selected collections, their document frequencies are grouped together. In

; way, the method recalculates the document score by changing the document

luency of each query term. Given a query term, the new document frequency

I be calcuiated by means of the sum of the local document frequency of the

m for each selected collection. Given a user query' the two steps are:

The document pre-selection phase consists of searching relevant documents

Iocally for each selected collection. The result of this previous task is a single

collection of preselected documents (1' collection) as resuit of the union of

the top retrieved documents for each collection.
The re-indexing phase consists of re-indexing the global collection -I', but

considering solely the query vocabulary. Only the query terms are re-indexed:

given a term, its document frequency is the result of grouping together the

document frequency of each term from each selected collection. Finall¡ a

new index is created by using the global document frequency, and the query

is carried out against the new index. Thus for example, if two collections are

selected, 11 and 12, and the term "government" is part of the quer¡ then

the new global frequency ís df ¡r(gouernment) { df ¡"(gouernment).

In this work, we have used OKAPI BM-25 [6] to create the giobal index for

¿ second step of the 2-step RSV approach" The collection size, the average

cument length, the term frequency and the document frequency are required

rments in order to calculate OKAPI BM-25. These elements -except the term

:quency- are lea,rned by means of Capture-recapture [2] and sample-resarnple

aigorithms. Term frequency requires the document to be downloaded before

step RSV creates the index at query time. Note that the merging process

created step by step. For example, the DIR monitor downloads two or three
,cuments per selected collection, it applies 2-step RSV and shows the result

the user. If more documents are required by the user, then the DIR monitor
,wnloads the next two or three documents per selected collection and so on.

ter some documents (no more than 10 or 20) have been downloaded and

indexed, the application of blind feedback is easy. Given the R top-ranked
,cuments at global level, the Robertson-Spark Jones PRF approach [6]] is
,plied. In this work, PRF is applied by expanding the original query using

e top ten terms obtained from the top ten documents. Then, the expanded-

Lery is applied to reweigh every downloaded document. Note that the expanded

Lery is only applied at a global and not a local level.

Experiments and Results

1 Experimental Methods

re steps to run each experiment are the followings:



i44 F. Martínez-santiago et al.

1' create one index for each colrection (oKApI or a random index,¡.2. Use CORI to sco¡e each collection foi thrt q,r".y.3' when all co,ections have ñ;;;, "hoo." the most rere
. 

clustering algorithm or by selecti"g ir."'N best scored. 
rvant using a

1. lun rhe query using rhe ,A*t"J iiaii"r.

. ü:ü ;:i"lHlf;rTljl":H**;::x'*o oack in each core*ion,
). rvrerge rhe document rankings using CORI or 2_Step RSV .

,' l;¿:frT11.;'ffT;;li:', fiKl'o*'¿'**r"",,n"" ruáu*r using the on-
i' Evaluate the quality of thl resurts in terms of precision and ¡ecari, The:::lil""ff nH,:::$;.",|;:tTffi fi::;i;";;;üffi;lffi d"";";;.;
The parameters of each experiment are the set of.queries used, whether or no: have used feedback an-d the f*i";t."r"gy.-4.nother;irb;; 

tie w"rghrngnction used wirh each index (arwavs oripr i, rh; ñ;i;*r"'r""n"¡. ,n*¡ans that there a¡e some experiments where we tu.r" orrly ui"Jór<ept, ¡u,others we have used mixed indices .irr"" tiri, ,""rr" ,ho# t;;;; manner aúributed system: two co'ectio* trtrlia"rg to the .u-" aiririüuted systemanot use the same weighting function.

) Test Collection Description
e experiments are ca¡ried out using three partitions of the conferences TREC't TREC2 and two sets of qrr"ril" ro, irru queries sr-100 and 101-1s0 of' TREC collecrions. Tne rnÉct *i irii"cz corecrions belong ro rhe rextrlished between 19gZ and 1990 in ";;;torials' rn"v "o'iuin mo¡e rhan r-. ;;-";yt:lTiilr"jl,lili.ii::?¿ ffi8
;l?" 

over these rhi¡teen corectiois"wJh'* ;;;ilffi;, described

;lfsiJhe 
thirreen co'ecrions indexed wirh onlv one index. It shows

TRE.-'3' Each co'ection of the thirteen has been indexed separatery.TRE.-8'. The orieinar thirteen "Jl""rir* h"*;;;iia"llr,ro ",rnr,collections, and indJxed "";"t;1;;:ñrr"lr*"oure ro create rhese eighrycollections is the followrng:
1' Each source (AP'DoEjIR,wsJ,zIFF) has a number of subcoilections,according to its size. Therefore,'Apías
^ _Il ir* i's, ws"l"has zo and ZIFF rr* 10.19 

subcollections, DoE has 7'
2' With a random val1e. and."""rrai"g ,. its source each document hasbeen copied in one of its subcolf""iio'rrr."

lhe queries used appear in_the first two editions of the TREC conferences, 100ies' in total' we have used, in ,iru opuri#ii., orrty the title and description

The Merging problem i

Table 1. Description

3.3 Experiments Description
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us to value each collection, Uui ao".�
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or setting a fixed value of recovery (
have used clustering and also u nx"¿- Application of local pseudo_relevance
automatically the query, with the ir
Nonetheless, since tfre aáa"a te.m, u
receptionist or the central system, so
ofthe possible local increase. Everr ro,
popular method can afect in the fin¿
made by adding the most relevant te¡
the original query.

- Application of global pseudo_reler,ance
2- step RSV generates a new index in ¿
new index to apply pRF, although it
oocuments, to analyze them and to ext.
power of these N documents. In this v
Therefore, this method introduces a lo¡

Experiments without euery Expansic
this section CORI and Z-rt"p-nSV "ru .
indexed using the same weiglting meühoci
local nor global query expansion.

Tables 2 and 3 show the results obtr
step RSV, whose increase is better. in ave¡,

#;Tto--"
U'n. 

-ÁG
74t.eel Zi30l
10.163 57¡86
2473 nú3
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Table 1. Description of the collections sets

f of docs. Jrze ( ln NI IJ)

Min. Avg. Max. Min. Avg. Max.

TREGl | 41.99L 7 4I.99\ 7 41.9972168 2168 2168

TREC-1310.163 57.066 226.087 33 159.23 260

rREC-8C 2473 9273 32.401 23 25,81 30

Experiments DescriPtion

the sets of indices, TREC-1, TREC-13 and TREC-8O, we have run some

iments, according to the following parameters:

/eighting functions used in the indices. We decided to measure the stability

;the proposed model, and for this purpose we have worked with two index

|ts, OKAPI and random. With the first, all collections have been indexed

ifh OKAPI weighting method. In the second case we have chosen a random

eighting function from those of the ZPRISE system. The TR"EC-1 collection

as been indexed using only OKAPI.
lollection selection method. In a distributed system it is necessary to weight

ech collection for a given query, and choose the most relevant. CORI allou¡s

s to value each collection, but does not say which judgement we should

lllow to choose mole or fewer collections. [1] suggests using cluster methods

r setting a fixed value of recovery collections. We have applied both; we

ave used clustering and also a fixed value N (with N:5,10,15 and 20).

rpplication of local pseudo-relevance feedback. Each librarian can expand

utomatically the querr with the increase of the local results in mind.

{onetheless, since the added terms are local, these are not known by the

eceptionist or the central system, so coRI and also 2-step RSV lose some

,f the possible local increase. Even so, it is very important to study how this

ropular method can affect in the final result [5]. The expansion has been

nade by adding the most relevant ten terms of the ten first documents to

he original query.
\pplication of global pseudo-relevance feedback. Since the estimation of the

l- step RSV generates a new index in a query time, it is possible to use this

tew index to apply PRF, although it is necessary to download the first N

locuments, to analyze them and to extract the terms with the most relevant

tower of these N documents. In this work we use the fi¡st ten documents.

lherefore. this method introduces a low cost.

,eriments without Query Expansion and llomogeneous Indices. In

section CORI and 2-step RSV are compared. All collections have been

xed using the same weighting method, OKAPI. We have applied neither

I nor global query expansion.
-.ables 2 and 3 show the results obtained. The best results are from 2-

RSV. whose increase is better, in average precision terms, between 19,4To,



able 3. DIR experiments without feedback and homogeneous indices (set TREc_gO,
reries 51-100)
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áble 2. DIR experiments without feedback and homogeneous indices (set TREc_r3,
reries 101-150)

The Merging problem :

Finally, in the comparison between
model, an interesting result appea¡s. ,
over 13 subcollections, using Top_L},,
the centralized model, and therefore. it
all collections, there is not alway. . lor,
level obtained with TREC-13 is not tl
precision obtained is lower, although tl
of the collections used is lower in com
if the twenty first collections a¡e used
average precision obtained is higher th
centralized model.

Experiments without euery Exp:
In this section we have studied how- t
can affect each subcollection. Whil
collections have been indexed with the ,
one each subcollection has been indexi
the IR ZPrise system. Tables 4 and 5 s
same tendency as the previous section:

- Using the test set TREC-13, 2-step I
of CORI, over the run selection pro

- Using TREC-8O, this difference is
twenty first collections. In this l¿
performance obtained is not even thr
with 2-Step RSV. In the other cases
40%.

l\rsion 5-prec10-prec2Gprec 0Gpre< Avg-pre-
Top-10

CORJ 0,484 0,416 0,360 0,268 0,134
Z-Step ILSV 0,492 0,479 o,445 0,348 o,  lgg
Centralized 0,492 0,492 0,444 0,346 0,194

F\rsion lprec 10-precl20-prec100-precAvg-pre<
'l'op-20

CORI 0,261 0,263 0,293 0,210 0,071
Z-Step RS! 0,488 0,460 0443 0,318 0,147
Centralized, 0,556 0,514 0,,492 0,371 0,210

we use the five fi.rst documents over TREC-13, and LTT% if we use the first
venty documents over TR"EG8O. In this last case, in absolute terms, 2-step RSV
nproves coRI in 7,6 points, but coRI starts from a low average precision
),07), so the increase looks better than it actually is. coRI obtains its best
:sults when the ten fi¡st collections are selected. However its performance
rddenly drops if the twenty first collections are selected. In this point 2-step
SV is more stable, because the more selected collections, the better ihe precision.
his aspect is shown in figure 1, which shows the performance of 2-step RSV
r relation to CORL

Table 4. DIR Experiments without feedbac
queries 101-150)

Table 5. Experiments without feedback ¿
queries 51-100)

F\rsion 5-prec lGprec
Top

CORI 0,L76 0,2t4
2-Step RSV 0,610 0 ,619
Centralized 0,556 0,51.í

2D0

_  1 9 0
5 reoug r7o
f roo
E rso
d u ot- rso
fi rzo
* i l o

100

-+-Top5

--.:- Top-10

ig. 1. Improvement of 2-step RSV over CORI (coll. TREC-8O,queries 51-100]
tse case (i00%) shows CORI precision
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Finally, in the comparison between coRI and 2-step Rsv, and a centralizedaodeJ, an interesting result appears. The precision oúturr"d with 2-step RSVver 13 subcollections, using Top-r0, is beiter thau the p*"i.i"" "¡rained withhe centralized model, and therefore, it is proved that if ,l* ;;;; does not useIl collections, there is:rot always u lo.s oiprecision. Th" g.;;;;for*ur"".rd
rvel obtained with rREC-13 is not the same with rrrEc-g0. In this case therecision obtained is lower, although the most probable reason is that the ratiof the collections used is rower in comparison with the totar available. In fact,'the twenty first collections are used, which represents zs% oiinetotal, the\¡erage precision obtained is higher than T0% of the precision obtained with a:ntralized model"

ixperiments without euery Expansion and rreterogeneous rndices.r this section we have studied how the use of a ¡andom ir"liiri"g functionrn affect each subcollection. while in the last section ari the suL>llections have been indexed with the same weighting function oxept, in thisre each subcollection has been indexed with a-ranio; fu;;;iü availabre inre IR ZPrise system. Tables 4 and 5 show that the resurts obtained fonow therme tendency as the previous section:

- using the test set TREC-13, 2-step RSV almost doubres the average precisionof coRI' over the run selection procedures (Top-S, T";1ó;;; cfustering).- using TREC-8O, this difference is not so important, Lxcept if we use thetwenty first collections. In this last "*u, boRJ árop, ,guin, and theperformance obtained is not even the third part of the p"rrrr*lr"" obtainedwith 2-step RSV " In the other cases the increase of the performance is about40%"

rble 4. DIR Experiments without feedback and heterogeneous indices (TREG13 set,eries 101-150)

!\rsion l5-preclGprec[20-précl0Gprec Avg-pre<
Top-10

CORI 0,348 0,254 0,228 0,208 0,100
2-Step RSV 0,492 0,480 0,443 0,350 0,198
Uentralized 0,492 0,492 0,444 0,3116 0,19/t

.ble 5. Experiments without feedback and
eries 51-100)

heterogeneous indices (TREC_SO set,

!\sion 5-prec lGprec l2o-p;ecllbG;recAvg-prec
Top-20

CORI 0,776 0,214 0,231 0,167 0,046
2-Step RSV 0 ,610 0,619 0,569 0,377 0,160
Uentralized 0,556 0,514 0,492 0,371 0,210
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2-step RSV and also CORI lose precision when a random method is introduced
in the selection of the weighting function. This is almost inevitable because the
local results obtained with each collection are in some experiments worse than
with OKAPI. Nonetheless, this loss of precision is not the same with coRI as
with 2-step RSV. If we focus on the results obtained over TREC-SO, while 2- step
RSV loses in general between 10% and 2070, C]P{I, with the inclusion of various
weighting functions, loses more than 4070. This situation is shown in the figure
2, which shows the quotient between the precision obtained with oKApl-and
with the random functions. Using clusúering and also Top-10, while with 2-step
RSV the performance is around 80% of the precision obtained with homogeneoul
indices, coRI is only around G0%. Therefore, it is possible to a¡m ttrai z-stef
RSV is a stable algorithm against the va¡iation of the weighting function, ur"á
in each subcollection.

*'--a---a-.'-

-t- 

- --

1

0,s
a 0,8
á  u ' l

E o,o
o  ^ -
o  t j . c

H 0,4
o

E 0 ,3
l ,  ^ .

E  U , ¿

0 , 1
0

-r- 2-step RSV+lusteri ng
--r- CORI-clustering

1 0 t 5 20 30 100
docum ent¡

500 1000

Fig.2. Impact' of the use of heterogeneous indices in the performance of coRI and
2-step RSV (coll. TREC-8O,queries 5L-100,clustering). The base case (100%) shows
the precision obtained with the algorithm using homogeneous indices (only oKApI)

3,4 Experiments with Query Expansion

In this section we study the impact of the use of query expansion method based
in local and global PRF:

- Local pseudo-relevance feedback. Each librarian applies pRF locally with
the purpose of increasing the results obtained over this library.

- Global pseudo-relevance feedback. This case can only be appried to 2-step
RSV. since the receptionist generates a new global index, it is possible to
apply PRF over this index.

- Local and global pseudo-relevance feedback. Finally, it is possible to apply
PRF first for each iibra.rian, and also for the receptionist later.

The Merging pro

Local PRF Experiments. As
not provide an increase in the 2-s
a little better over 13 collections.
the results even worse, but this is
very small (not more than two o,
to assume that the pRF does no
with 2-step RSV.

1 0 1 5 , a

Fig.3. Local feedb¿

Fig.4. Local feedback

In systems that do not collaborat
to the added terms of each libraria:
[5] shows that the use of query expa
Analysis) does not increase either
selection. A possible"cause is the expi
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Local PRF Experiments. As figures 3 and 4 show, the local feedback does

not provide an increase in the 2-stJp RSV case. If we use coRI the situation is

a l i t t lebet terover13col lect ions.Theuseof thePRFover80col lect ionsmakes
the results even worse) but this is not always so. In every case the differences are

very small (not more ,t u,r, ,*o points) ani th" conclusion is that it is possible

to assume that the PRF does not afiect the final result, with both coRi and

with 2-step RSV.

lLtcloorn.@. Ind¡qc6. 2-tt'p RSV

5 1 0 1 5 T t r 1 0
doonr.¡i

of#[ 2{t.P RSV

5 1 0 1 5 4 f 1 m

do. tnÉnu

Hd.rogs.ow lndl€r. CoRl

5 1 0 1 5 T ¡ l @
doa¡¡F¡6

d(FL COR

5 1 0 1 5 ¡ a l m

Fig.3" Local feedback impact (TREG13, Top10)

FLtcrog.ncou! kdlce¡. 2'st.p RSV

5 1 0 t 5 ¡ a l Ú

dodrmnE

H¿trro9!néoc Ind¡ea. CORI

5 1 0 1 5 I t r 1 0
¡!dmnB

OnPt, 24t.P SV

0,m
r 0.@

i o @
: o.m
' o . m

0Im ffiWG*
5 r o 1 5 m l l @

OK¡PI COFU

5 1 0 1 5 m J t m
d.ddh¡

Fig.4. Local feedback impact (TREC-80' clustering)

Insystemsthatdonotcollaboratecompletely(thereceptionistcannotaccess
to the added terms of each librarian) this result was already known to coRI'

[5] shows that the use of query expansion methods (in their case' 
-Local 

Contert
'A'nalysis) 

does not in"ruuru áitn"t tttu collections selection or the documents

seiection. A possible cause is the expanded query length' because this new length
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makes the score normalization difficult' This reason cannot be applied to 2-step

RSV . some experi*""i, i" lne last section show that the performance of the

2-srep RSV is ""t dii;;;;irtt" t"r,gtt, of the query is difierent. In the case of

2-step RSV there maY be two causes:

- The receptionist only works with. the original

documents that a¡e iow relevant because of the

_ ;::::l*"v does not use rhe local score obtained for each document. The

sole relevant "onditiát' of a document to 2-step RSV is that this document

belongs to the Ii$;i";" by the librarian and tire query vocabulary that this

document "o"tui"i u"á n"ever the local score obtained'

Experiments with.Global PRF' Whether or not we use not local feedback'

it is possibl" to upp'i qt'"ry.expansion.lethods' not using each collection as

a single unit but using the index created in the second phase of the 2-step

RSV method. ttt" '"""!tio"i* "t"t the expanded query' instead of the original

one, in order to "l'ul"l" every document received from each local IR system'

The computational "*i i" this case is not very high' if compared with the

computational cost of a centralized system-' be"ause it only needs to analyze a

sma] lnumberofdocuments, inourexper imentsthetenf i rs tdocuments,soin
general it is only """"''"1"'''o dgwnpad *o o' three documents per selected

collection, using any ;;á; hke the ones described in section 4'

Table6.DlRExperimentswithglobalfeedbackandhomogeneousindices(TREGl3
set, queries 101-150)

query vocabularY, so the

query exPansion, are not

@
Tot

ib--p¡ recltouPreclAve-Prec
> 1 0

<
¡\rsron

ff T6T 0,416 0,360 0,268 0,1.34

0,492
lñ

0,478 0,445 0,348 0,199

0,424 o,43'¿ 0,375 0,23'�2
usy

V)-¡nnlized. 0,492 0,1r92 0'/r44 0,346 0,194

t ; - -sLPR h ' 0,51+00,526 0,4e7 0,418 0,273

TableT.DlRExperimentswithglobalfeedbackandhomogeneorrsindices(TREC-8o
set, queries 101-150)
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In tables 6 and 7 the results obtained for the query set 51-100 and homo-

geneous indices are shown'

The increase of the average precision introduced using global PRF in relation

to the original 2_step Rsv is quite signicant,.around 15-20%. The lowest increase,

TR.EC-13 case, is rc.&, tóürol a:nd the'highest is 21.7'j-y*lTREC- 13 and

clustering.InthiswaytheresultsoftheexperimentswithTREC-80arebetween
17.4% (Top-5) and ZOi' 1t'p-70):3",il"Iease of the centralized model with

PR.F is 41%, much *"'" 'it"" the 20% obtained with 2-step RSV ' The reason is

clear: the centralized ;;i;ih* access to olJ documents of all collections, so it is

possibie to include ,ufu"u"t documents which have not been selected previously'

This is impossible *ith-i-rt"p RSv , because this method only includes sonle

documentsarrd'some".rr"*i'"',andonlyresortsdocumentsselectedpreviously'
but never adds new documents. In any case, this situation could change if we

run rhe expanded q";;;; ;;ch sellcte{ collection, and rhen applv over these

neo,/ rusults the original 2-step RSV algorithm'

It is clear that the global ÉRF in"r"*es the average precision' but it does not

always increase tt " ,iu"tion of the first documents, and it is frequent to obtain

worse precision, *itt eiá¡ripn¡ compared with the results without PRF, when

onlythef i .veortenf i rstdocumentsareconsidered.Thisconclusionisshownin
frgure 5"

TRECS. tlth loc.l PRF

¡ l @

TRECAO. ffid I*. PRF

5  ú  1 5  ¡  ¡  t o a s @
tu.n¡

Fig.5. Global feedback impact (random indices' clustering) (I)

TheuseofglobalPRFincreasesrecall ingeneral'becauseitintroducesmore
relevant documents U"t*""" the first thouslnds' but it does not increase the

precis ionof thef i , rs tdocuments. Is i ta lwaysadvisabletouseglobalPRF?.As
is usual in these "**;;;;-;;s*"r depends on the user's needs. In general the

application of PRF *;;;;t a üttle the ranking of the first 10 or l'5 documents'

and from this number tt " ,"r"lt increases. on ih" other hand, the computational

cost of applying PRF is moderate but not null' because it needs to analyze the

fi¡st documents in the;";;, il"- It is possible that rhis computational cost will

be the reason to applñ iot this method: a little bette¡ results in general but

the user has to wait some more seconds'
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4 Conclusions and Future Work

This paper shows the application of 2-step RSV to DIR environments. We have

focused on two questions:

1. Collections with different weighting functions and the improvement of blind

feedback applied by the DIR monitor at global level. The experiments about

the first question show that 2-step RSV is robust against weighting functions

variances. 2-step RSV and also coRI lose precision when a random method

is introduced into the selection of the weighting function. The loss of precision

with CORI is more than 40%, while with 2-step RSV it is between 10% and

20%.
2. Blind feedback is a useful technique whenever it is applied at global level

rather than individually for each IR system. Global PRF applied with 2-

step RSV increases the average precision, but it does not always increase the

selection of the first documents, and it is frequent to obtain worse precisions

with global PRF compared with the results without PRF, when only the

fi.ve or ten first documents a¡e considered.

We can also test the improvement of the results using global PRF by sending

expanded queries for each collection instead of recalculating the score of doc-

uments received by means of the original query. The steps of the proposal

a¡chitecture would be modified as follows:

1 . R eceptionist receives the user query. Such query is sent to selected collections.

2. Selected collections send a few documents to the receptionist. These doc-

uments a¡e used by the receptionist in order to expand the initial user query.

3. The expanded query is sent to the selected collections. The documents

received initially are disca¡ded.
4. The score of documents received from the collections is recalculated by using

the global index generated by 2-step RSV method and the expanded query.

5. Finally the receptionist ranks the received documents.

We hope that this approach will achieve an improvement similar to the one

obtained using PRF in a centralized IR system. This additional step will have a

computational cost that will be also studied.
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