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The Merging Problem in Distributed
Information Retrieval and the 2-Step RSV
Merging Algorithm

Fernando Martinez-Santiago, Miguel Angel Garcia Cumbreras,
and L. Alfonso Urenia Lépez

Department of Computer Science, University of Jaén, Jaén, Spain

Abstract. This paper’ presents the application of the 2-step RSV
(retrieval status value) merging algorithm to DIR environments. The
reported experiment shows that the proposed algorithm is scalable and

stable. In addition, it obtains a precision measure higher than the well
known CORI algorithm.

1 Introduction

Usually, a Distributed Information Retrieval (DIR) system must rank document
collections by query relevance, selecting the best set of collections from a ranked
list, and merging the document rankings that are returned from a set of
collections. This last issue is the so-called “collection fusion problem” (8,9], and
it is the topic of this work. We propose an algorithm called 2-Step RSV |3,
4]. This algorithm works well in Cross Language Information Retrieval (CLIR)
systems based on query translation, but the application of 2-Step RSV in DIR

- environments requires an additional effort: learning of collection issues such as
document frequency, collection size and so on. On the other hand, since 2-
Step RSV makes up a new global index based on query terms and the whole
of retrieved documents, it makes possible the application of blind feedback
at a global level by means of the DIR monitor, rather than a local level by
means of each individual Information Retrieval (IR) engine. Previous works
have researched into the application of Pseudo-Relevance Feedback (PRF) to
improve the selection process of the best set of collections from a ranked list [5].
This work emphasizes the effectiveness of PRF applied to the collection fusion
problem. Finally, a second objective is to study the stability of 2-Step RSV
against weighting function variances in the local indices.

The rest of the paper is organized as follows. Firstly, we present a brief
revision of DIR problems. Section 2 describes our proposed method which is
integrated into CORI model[1]. In section 3, we detail the experiments carried
out and the results obtained. Finally, we present our conclusions and future lines
of work.

! This work has been supported by Spanish Government (MCYT) with grant TIC2003-
07158-C04-04.

J. L. Vicedo et al. (Eds.): ESTAL 2004, LNAI 3230, pp. 442-453, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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The 2-Step RSV Algorithm

e basic 2-step RSV idea is straightforward: given a query term distributed over
eral selected collections, their document frequencies are grouped together. In
5 way, the method recalculates the document score by changing the document
juency of each query term. Given a query term, the new document frequency
1 be calculated by means of the sum of the local document frequency of the
m for each selected collection. Given a user query, the two steps are:

The document pre-selection phase consists of searching relevant documents
locally for each selected collection. The result of this previous task is a single
collection of preselected documents (I’ collection) as result of the union of
the top retrieved documents for each collection.

The re-indexing phase consists of re-indexing the global collection I’, but
considering solely the query vocabulary. Only the query terms are re-indexed:
given a term, its document frequency is the result of grouping together the
document frequency of each term from each selected collection. Finally, a
new index is created by using the global document frequency, and the query
is carried out against the new index. Thus for example, if two collections are
selected, I; and I, and the term “government” is part of the query, then
the new global frequency is dfr, (government) + dfr, (government).

In this work, we have used OKAPI BM-25 [6] to create the global index for
> second step of the 2-step RSV approach. The collection size, the average
cument length, the term frequency and the document frequency are required
:ments in order to calculate OKAPI BM-25. These elements -except the term
quency- are learned by means of Capture-recapture [2] and sample-resample

algorithms. Term frequency requires the document to be downloaded before
step RSV creates the index at query time. Note that the merging process
created step by step. For example, the DIR monitor downloads two or three
cuments per selected collection, it applies 2-step RSV and shows the result
the user. If more documents are required by the user, then the DIR monitor
wnloads the next two or three documents per selected collection and so on.
ter some documents (no more than 10 or 20) have been downloaded and
ndexed, the application of blind feedback is easy. Given the R top-ranked
cuments at global level, the Robertson-Spark Jones PRF approach [6]] is
plied. In this work, PRF is applied by expanding the original query using
e top ten terms obtained from the top ten documents. Then, the expanded-
ery is applied to reweigh every downloaded document. Note that the expanded
ery is only applied at a global and not a local level.

Experiments and Results

1  Experimental Methods

1e steps to run each experiment are the followings:
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1. Create one index for each collection (OKAPI or a rando

2. Use CORI to score each collection for that query.

3. When all collections have been scored, choose the

clustering algorithm or by selecting the N best score

1. Run the query using the selected indices.

. In some experiments, apply pseudo-relevance feedback in each
running each expanded query against its index.

3. Merge the document rankings using CORI or 2-Step RSV .

. In some experiments, apply again pseudo-relevance feedback using the o,
line index created by 2-Step RSV .

). BEvaluate the quality of the results in terms of precision and recall. The
precision measure used is the average precision at 5,10,20 and 100 docu
and the average precision at eleven coverage points.

m index).

most relevant using g

coHection,

ments,
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1 TREC2 and two sets of queries for

TREC-1. The thirteen collec
the best case.

TREC-13. Each collection of the thirtee
TREC-80. The original thirteen collecti
collections, and indexed separately. The
collections is the following:

1. Each source (AP,DOE,FR,WSJ ,ZIFF) has a number of subcollections,

according to its size, Therefore, AP has 19 subcollections, DOE has 7,
FR has 18, WSJ has 20 and ZIFF has 16.

2. With a random value and according to its source each document has
been copied in one of its subcollections.

tions indexed with only one index. It shows

n has been indexed separately.
ons have been divided into eighty
procedure to create these eighty

“he queries used appear in the first two editions of the TREC conferences, 100

ies, in total. We have used, in the experiments, only the title and description

3,

The Merging Problem j
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Table 1. Description of the collections sets

# of docs. Size (in MB)
Min. Avg. Max. [Min. Avg. Max.
TREC-1 [741.991 741.991 741.991{2168 2168 2168
TREC-13| 10.163 57.066 226.087| 33 159.23 260
TREC-80| 2473 9273 32.401| 23 25,81 30

Experiments Description

the sets of indices, TREC-1, TREC-13 and TREC-80, we have run some
iments, according to the following parameters:

Jeighting functions used in the indices. We decided to measure the stability
* the proposed model, and for this purpose we have worked with two index
sts, OKAPI and random. With the first, all collections have been indexed
ith OKAPI weighting method. In the second case we have chosen a random
eighting function from those of the ZPRISE system. The TREC-1 collection
as been indexed using only OKAPI.

‘ollection selection method. In a distributed system it is necessary to weight
ach collection for a given query, and choose the most relevant. CORI allows
s to value each collection, but does not say which judgement we should
>llow to choose more or fewer collections. [1] suggests using cluster methods
r setting a fixed value of recovery collections. We have applied both; we
ave used clustering and also a fixed value N (with N=5,10,15 and 20).
\pplication of local pseudo-relevance feedback. Each librarian can expand
utomatically the query, with the increase of the local results in mind.
lonetheless, since the added terms are local, these are not known by the
eceptionist or the central system, so CORI and also 2-step RSV lose some
f the possible local increase. Even so, it is very important to study how this
sopular method can affect in the final result [5]. The expansion has been
nade by adding the most relevant ten terms of the ten first documents to
he original query.

\pplication of global pseudo-relevance feedback. Since the estimation of the
>~ step RSV generates a new index in a query time, it is possible to use this
jew index to apply PRF, although it is necessary to download the first N
locuments, to analyze them and to extract the terms with the most relevant
sower of these N documents. In this work we use the first ten documents.
Therefore, this method introduces a low cost.

eriments without Query Expansion and Homogeneous Indices. In
section CORI and 2-step RSV are compared. All collections have been
xed using the same weighting method, OKAPI. We have applied neither
| nor global query expansion.

Yables 2 and 3 show the results obtained. The best results are from 2-
RSV, whose increase is better, in average precision terms, between 19,4%,

.....
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able 2. DIR experiments without feedback and homogeneous indices

1eries 101-150)

able 3. DIR experiments without feedback and homogeneous indices

leries 51-100)

Fusion _[5-prec]10-prec[20-prec] 100-prec|Avg-prec

Top-10
CORI (0,484 0,416 | 0,360 [ 0,268 0,134
2-Step RSV|[0,492| 0,478 | 0,445 | 0,348 | 0,199
Centralized [ 0,492 | 0,492 | 0,444 | 0,346 0,194

Fusion _|5-prec]10-prec[20-prec] 100-prec]Avg-prec

Top-20
CORI |0,261] 0,263 [ 0,293 | 0,210 | 0,071
2-Step RSV 0,488 [ 0,460 | 0443 | 0,318 0,147
Centralized [ 0,556 0,514 | 0,492 | 0,571 0,210 |

(set TREC-1 3,

(set TREC-80,

we use the five first documents over TREC-13, and 107% if we use the first
venty documents over TREC-80. In this last case, in absolute terms, 2-step RSV
aproves CORI in 7,6 points, but CORI starts from a low average precision
),07), so the increase looks better than it actually is. CORI obtains its best
ssults when the ten first collections are selected. However its performance
iddenly drops if the twenty first collections are selected. In this point 2-step

SV is more stable, because the more selected collections, the better the precision.

his aspect is shown in figure 1, which shows the performance of 2-step RSV
1 relation to CORI.

2-step RSV Improvem ent

200
190
180
170 4
160 1
150
140
130
120
110
100

15

20 30

documents

A

—e— Top-5
—u— Top-10
Top-20

100 200 500 1000

ig. 1. Improvement of 2-step RSV over CORI (coll. TREC-80,queries 51-100). The
1se case (100%) shows CORI precision
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with 2-Step RSV . In the other cases
40%.

Table 4. DIR Experiments without feedbac
queries 101-150)

Fusion [5-prec[10-prec|
Top-

CORI 0,348 | 0,254
3-Step RSV| 0,492 0,480

Centralized | 0,492 0,492

Table 5. Experiments without feedback &
queries 51-100)

Fusion |5-prec[10-prec[
Top-

CORI [0,176] 0214
2-Step RSV|0,610] 0,619

Centralized | 0,556 | 0,51/
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Finally, in the comparison between CORI and 2-step RSV, and a centralized
nodel, an interesting result appears. The precision obtained with 2-step RSV
ver 13 subcollections, using T'op — 10, is better than the precision obtained with
he centralized model, and therefore, it is proved that if the system does not use
1l collections, there is not always a loss of precision. The good performance and
:vel obtained with TREC-13 is not the same with TREC-80. In this case the
recision obtained is lower, although the most probable reason is that the ratio
f the collections used is lower in comparison with the total available. In fact,
“the twenty first collections are used, which represents 25% of the total, the
verage precision obtained is higher than 70% of the precision obtained with a
sntralized model.

Xperiments without Query Expansion and Heterogeneous Indices.
1 this section we have studied how the use of a random weighting function
i affect each subcollection. While in the last section all the sub-
Jllections have been indexed with the same weighting function OKAPI, in this
1e each subcollection has been indexed with a random function, available in
1e IR ZPrise system. Tables 4 and 5 show that the results obtained follow the
ume tendency as the previous section:

~ Using the test set TREC-13, 2-step RSV almost doubles the average precision
of CORI, over the run selection procedures (Top-5, Top-10 and clustering).

- Using TREC-80, this difference is not so important, except if we use the
twenty first collections. In this last case, CORI drops again, and the
performance obtained is not even the third part of the performance obtained
with 2-Step RSV . In the other cases the increase of the performance is about
40%.

ible 4. DIR Experiments without feedback and heterogeneous indices (TREC-13 set,
eries 101-150)

Fusion [5‘prec|10—prec[20—precllOO—prec]Avg-p&
Top-10

CORI 0,348 0,254 | 0,228 0,208 0,100

2-Step RSV|[0,492] 0,480 0,443 | 0,350 0,198

Centralized| 0,492 0,792 0,444 | 0,346 0,194

ble 5. Experiments without feedback and heterogeneous indices (TREC-80 set,
eries 51-100)

Fusion |5-prec[10-prec]20-prec}lOO-prec}Avg-prec
Top-20

CORI 0,176 | 0,214 0,231 | 0,167 0,046

2-Step RSV[0,610 0,619 | 0,569 0,377 0,160

Centralized| 0,556 | 0,514 | 0,492 | 0,871 | 0,870
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2-step RSV and also CORI lose precision when a random method is introduced Local PRF Experiments. As
in the selection of the weighting function. This is almost inevitable because the not provide an increase in the 2-s
local results obtained with each collection are in some experiments worse than a little better over 13 collections.
with OKAPI. Nonetheless, this loss of precision is not the same with CORI as the results even worse, but this is
with 2-step RSV. If we focus on the results obtained over TREC-80, while 2- step very small (not more than two p
RSV loses in general between 10% and 20%, CORI, with the inclusion of various to assume that the PRF does no
weighting functions, loses more than 40%. This situation is shown in the figure with 2-step RSV.

2, which shows the quotient between the precision obtained with OKAPI and
with the random functions. Using clustering and also Top-10, while with 2-step
RSV the performance is around 80% of the precision obtained with homogeneous m
indices, CORI is only around 60%. Therefore, it is possible to arm that 2-step
RSV is a stable algorithm against the variation of the weighting functions used
in each subcollection.

L] 10 15 2 0 100
documents

Heterogeneous Indices, CORI
1
U,g \‘,——4\\'. A \
5. 08 g R
£ 07 e
- 0,6 T . |
§ nE —e— 2-step RSV-clustering
g —s— CORl-clusterin
£ 04 . Fig. 3. Local feedb:
§ 03
£ 02
0,1
0 T T T T T T T T Heterogeneous Indices, 2-step RSV
5 10 15 20 30 100 200 500 1000
documents
Fig. 2. Impact of the use of heterogeneous indices in the performance of CORI and L documents
2-Step RSV (coll. TREC-80,queries 51-100,clustering). The base case (100%) shows ﬁ = e

the precision obtained with the algorithm using homogeneous indices (only OKAPI)

3.4 Experiments with Query Expansion

In this section we study the impact of the use of query expansion method based
in local and global PRF: documents

— Local pseudo-relevance feedback. Each librarian applies PRF locally with ; Fig. 4. Local feedback
the purpose of increasing the results obtained over this library. :
— Global pseudo-relevance feedback. This case can only be applied to 2-step

RSV. Since the receptionist generates a new global index, it is possible to ' In systems that do not collaborat
apply PRF over this index. : to the added terms of each libraria;
— Local and global pseudo-relevance feedback. Finally, it is possible to apply ' (5] shovys that the use of query expa
PRF first for each librarian, and also for the receptionist later. ‘ Analysis) does not increase either

selection. A possible cause is the exp:
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Local PRF Experiments. As figures 3 and 4 show, the local feedback does
not provide an increase in the 2-step RSV case. If we use CORI the situation is
a little better over 13 collections. The use of the PRF over 80 collections makes
the results even worse, but this is not always so. In every case the differences are
very small (not more than two points) and the conclusion is that it is possible
to assume that the PRF does not affect the final result, with both CORI and

with 2-step RSV.

OKAPI. 2-step RSV

Heterogeneous Indices, 2-step RSV

5 10 15 20 30 100 5 10 15 20 30 100
documents

documents

Heterogeneous Indices, CORI OKAPL, CORI

00000 - i
5 10 15 2 0 10 5 10
dacuments

15 20 0 100
documents

Fig. 3. Local feedback impact (TREC-13, Top-10)

Heterogeneous Indices, 2-step RSV OKAPI, 2-step RSV

@wihout PRF
mwih PRF

} 5 10 15 20 0 100 5 10 15 2 0 100
docuinents documents
OKAPL, CORI

Heterogeneous Indices, CORI

5 10 15 20 0 1 5 10 15 2 0 100
documents

documents

Fig. 4. Local feedback impact (TREC-80, clustering)

In systems that do not collaborate completely (the receptionist cannot access
to the added terms of each librarian) this result was already known to CORIL.
(5] shows that the use of query expansion methods (in their case, Local Context
Analysis) does not increase either the collections selection or the documents
selection. A possible cause is the expanded query length, because this new length
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1 difficult. This reason cannot be applied to 2-step
he last section show that the performance of the
gth of the query is different. In the case of

makes the score normalizatio
RSV . Some experiments in t
2-step RSV is not different if the len
2-step RSV there may be two causes:

ks with the original query vocabulary, so the

_ The receptionist only wor
levant because of the query expansion, are not

documents that are now re

selected.
— 9-step RSV does not use the local score obtained for each document. The

sole relevant condition of a document to 2-step RSV is that this document
belongs to the list given by the librarian and the query vocabulary that this
document contains, and never the local score obtained.

Global PRF. Whether or not we use not local feedback,
it is possible to apply query expansion methods, not using each collection as
a single unit but using the index created in the second phase of the 2-step
RSV method. The receptionist uses the expanded query, instead of the original
one, in order to evaluate every document received from each local IR system.
The computational cost in this case is not very high, if compared with the
computational cost of a centralized system, because it only needs to analyze a

small number of documents, in our experiments the ten first documents, so in

general it is only necessary to download two or three documents per selected

collection, using any procedure like the ones described in section 4.

Experiments with

Table 6. DIR Experiments with global feedback and homogeneous indices (TREC-13

set, queries 101-150)

Fusion 5-prec|10-prec|20-prec 100-prec|Avg-prec
Top-10
CORI 0,484 0,416 | 0,360 0,268 | 0,134
2-Step RSV 0,492 0,478 | 0,445 0,348 | 0,199
9-Step RSV +global PRF[0,432| 0,424 0,432 | 0,375 0,232
Centralized 0,492 0,492 | 0,444 0,346 | 0,194
Centralized+PRF 0,540 0,526 | 0,497 0,418 | 0,273

Table 7. DIR Experiments with global feedback and homogeneous indices (TREC-SO

set, queries 101-150)

Fusion 5-prec|10-prec|20-prec 100-prec|Avg-prec
Top-20
CORI 0,274 0,259 | 0,272 0,192 0,067
2-Step RSV 0,488 0,446 | 0,408 0,289 0,131
9-Step RSV +global PRF| 0,480 | 0,440 | 0,431 0,326 0,155
Centralized 0,492 0,492 | 0,444 0,346 | 0,194
Centralized+PRF 0,540 0,526 0,497 | 0,418 0,273

The Merging Prol

In tables 6 and 7 the results
geneous indices are shown.

The increase of the average pr
to the original 2-step RSV is quite
TREC-13 case, is 16.6% (Top-10
clustering. In this way the results
17.4% (Top-5) and 20% (Top-20
PREF is 41%, much more than the
clear: the centralized model has a
possible to include relevant docu
This is impossible with 2-step E
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In tables 6 and 7 the results obtained for the query set 51-100 and homo-
geneous indices are shown.

The increase of the average precision introduced using global PRF in relation
to the original 2-step RSV is quite signicant, around 15-20%. The lowest increase,
TREC-13 case, is 16.6% (Top-10) and the highest is 21%, with TREC- 13 and
clustering. In this way the results of the experiments with TREC-80 are between
17.4% (Top-5) and 20% (Top-20). The increase of the centralized model with
PRF is 41%, much more than the 90% obtained with 2-step RSV . The reason is
clear: the centralized model has access to all documents of all collections, so it is
possible to include relevant documents which have not been selected previously.
This is impossible with 2-step RSV , because this method only includes some
documents and some collections, and only resorts documents selected previously,
but never adds new documents. In any case, this situation could change if we
run the expanded query over each selected collection, and then apply over these
new results the original 2-step RSV algorithm.

It is clear that the global PRF increases the average precision, but it does not
always increase the selection of the first documents, and it is frequent to obtain
worse precisions with global PRF compared with the results without PRF, when
only the five or ten first documents are considered. This conclusion is shown in

figure 5.
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The use of global PRF increases recall in general, because it introduces more
relevant documents between the first thousands, but it does not increase the
precision of the first documents. Is it always advisable to use global PRF?. As
is usual in these cases, the answer depends on the user’s needs. In general the
application of PRF worsens a little the ranking of the first 10 or 15 documents,
and from this number the result increases. On the other hand, the computational
cost of applying PRF is moderate but not null, because it needs to analyze the
first documents in the query time. It is possible that this computational cost will
be the reason to apply or not this method: a little better results in general but

the user has to wait some more seconds.
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Conclusions and Future Work

This paper shows the application of 2-step RSV to DIR environments. We have
focused on two questions:

1.

Collections with different weighting functions and the improvement of blind
feedback applied by the DIR monitor at global level. The experiments about
the first question show that 2-step RSV is robust against weighting functions
variances. 2-step RSV and also CORI lose precision when a random method
is introduced into the selection of the weighting function. The loss of precision
with CORI is more than 40%, while with 2-step RSV it is between 10% and

20%.

. Blind feedback is a useful technique whenever it is applied at global level

rather than individually for each IR system. Global PRF applied with 2-
step RSV increases the average precision, but it does not always increase the
selection of the first documents, and it is frequent to obtain worse precisions
with global PRF compared with the results without PRF, when only the
five or ten first documents are considered.

We can also test the improvement of the results using global PRF by sending

expanded queries for each collection instead of recalculating the score of doc-
uments received by means of the original query. The steps of the proposal
architecture would be modified as follows:

1
2.

Receptionist receives the user query. Such query is sent to selected collections.
Selected collections send a few documents to the receptionist. These doc-
uments are used by the receptionist in order to expand the initial user query.
The expanded query is sent to the selected collections. The documents
received initially are discarded.

. The score of documents received from the collections is recalculated by using

the global index generated by 2-step RSV method and the expanded query.

. Finally, the receptionist ranks the received documents.

We hope that this approach will achieve an improvement similar to the one

obtained using PRF in a centralized IR system. This additional step will have a
computational cost that will be also studied.
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