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Improving Performance of Medical Images Retrieval by
Combining Textual and Visual Information

M.C. Diaz-Galiano, M.T. Martin-Valdivia, A. Montejo-Rdez, LA, Urena-Lépez
University of Jaén. Computer Seience Deparment. SINAT Group
Campus Las Lagunillas, Ed, A3, E-28071; Jaén, Spain
{ mediaz, maite, am ontejo, laurena} @ujaen, g5

Abstract

This paper studies the combination of textual and visual information in a databage of med-
teal records in order fo improve the performance of the multi-modal information retrieval
system. The proposed model consists of two subsystems: a Content-Based Information
Retrieval subsystem that performs the image retrieval and o textual Information Retrieval
subsystem that performs the testyal retrieval. The images and tert are independently re-
trieved and then the partial resulting lists are mized. A study of different weighting schemes
has been accomplished and analyzed. The results obtained show that the proper integration
aof textual information improves conventional multi-modal systems,

1 Introduction

The huge amount of information avallable electronically, in any format, reveals the need
to develop techniques allowing information to be efficiently accessed [3]. Currently, the
information available electronically tends to be increasingly multi-modal as it is presented
in different formats. Adding image and sound capabilities to computer systems is a greaf
technological step forward from the user's point of view, given that human communication is
intrinsically multi-modal (it combines sounds, texts, photographs or even video). However,
it would be wrong to think that just by having more information, even multi-modal, access
can be efficiently solved. On the contrary, if we do not have systems capable of effective
retrieval, the quality of the information available is poor becanse we will be unable to access
it despite its existence.

Image database retrieval has become an important area of interest [5]. An image retriever
is an Information Retrieval (IR) system that searches relevant images from a given collec-
tion. Content Based lmages Retrieval (CEIR) systems index images according to low-level
visual features such as color, texture or shape in order to find similar images. In recent
years, tesearchers have heen developing CBIR. systems, However, despite the progress
achieved on this matter, current CBIR systems still have many difficulties to overcome.

In many collections (e.g. historic or stock-photographic archives, medical databases, art
collections), images are often associated to some kind of text (e.z. meta-data or captions)
semantically related to the image. Retrieval can then be performed either using primitive
features based on pixels (using a CBIR system), abstracted textual features associated to
the image (using a traditional TR, system), or a combination of both, For example, in a
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medical domain, it is commen to find a clinical case that includes images and the elinical
history. In this scenario, traditional text retrieval systems would benefit greatly from a
CBIR compaonent, Similarly CBIR, systems would take advantage of textual information
related to an image [11]. In this paper, we address the prablem of how to relate textual
and visual information from a multi-modal collection. Our aim is to combine content-based
and text-based approaches to multi-modal retrieval in order to obtain better results and
overcome the drawbacks of these techniques when they are considered separately.

In our experiments we have used a medical collection with images and mul tilingual fext
associated to each image. In particular, we have used the ImageCLEFmed collection i2]
which includes images from the MIR, PEIR, PathoPIC and CASImage databases (about
50,000 images). The collection contains textual annotations in XML format.

In order to evaluate the system, we formulate several queries with sample images and
a short textual description explaining the research goal, The main goal is, given a query
(image and text), to find similar images. This is intended to simulate a medical practitioner
needing to find cases similar to the one currently handled in order to assist in professional
diagnoses.

The paper is organized as follows. First, we briefly describe the collection used. Then,
we discuss the system architecture and the global retrieval process. Section 4 presents the
experiments and the results obtained. Tn the last section, final conclusions and some future
research lines are presented.

2  Collection description

For our experiments we have used a multi-modal and multilingual collection. Specifically.
we have used the ImageCLEFmed corpora supplied by the Cross Language Evaluation Fo-
rum (CLEF)' organization for the ImageCLEFmed? {ask [8]. The CLEF is an international
meeting whose purpose is to organize a competition to evaluate different multilingual sy5-
tems. Furthermore, the ImageCLEF task (the cross-language image retrieval track) includes
a multi-modal and multilingual collection and is part of the CLEF campaign.

The ImageCLEFmed collection contains about 50.000 images arranged in four data sets:
CASImage, MIR, PEIR and PathoPIC. These data sets are very heterogeneous. PEIR and
PathoPPIC collections contain medical images (scans, x-rays, CT, MRI. ) with one textual
annotation per image. CASImage and MIR data sets are organized by elinicsl cases. Each
clinical case contains a group of medical images and textual notes in XML format containing
information about the illness related to the image,

e The CASImage collection® contains 8725 images (scans, x-rays, illustrations, pho-
tographs and slides) of 2,076 different cases. Cases are maj nly in French with around
20% being in English. Since the queries used are in English, we have translated French
annotations into English.

e The MIR data set? (Mallinckrodt Institute of Radiology) contains 1,177 images of 407
cases. It includes nuclear medicine images type. Each case is annotated in English.

'http: /! fwww, clefcam paign.org/

Zht tp:/ fir.ohsu.edo/image/

http:/ fwww.casimage.com

*hetp:/ /gamma wustl edu fhome himl
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<ID>334%</ D>
=Descriptions0n the Frontal and lateral chest x-
rfays, perivascular haziness isg vizible wilth a ground
glass and diffuse nodular infiltrate; </Description>
<Diagnosis*pcute =0sinophilic phneumaonis </Diagnosis>
<Eliniral?:usentac1un}Patient with a fever and

Case TE=plracory insufficiency since 5 days.
Meta-data {{cLlnznalPregent§tinn>
=Commentary>The diagnosis was pased on a
bronchoscopy with bronchoalveolar lavage,
demcnstrating sosinophilia » 25%, as well as the
| absence of parasites or any. other pathogen.

Figure 1: An example of an image and the textual annotations (CASImage
data set collection)

= The PEIR database® (Pathology Education Instructional Resource) contains 32,319
images annotated in English. The textual information about these images is VETy
brief but well classified in fields.

e The PathoPIC collection® contains 7,805 pathological images with annotations in two
languages: German and English. Since it is a parallel corpus, we only use English
annotations,

In a first step, we must pre-process the collection in order to extract the textual informa-
tion associated to each visual image. The majority of the annotations are in English but
a significant number are also in French and German, with a few cases that do not contain
any annotation at all. The quality of the text varies among collections and even within the
same collection.

We have used English for the document collection as well as for the queries. Annotations
in other languages have been translated into English. For French (in CASImage) we have
used several Machine Translators (MT) to test the quality of the translation, our final chojce
being the Reverso Translation Software’, For German annotations it was not necessary to
translate anything because the information was also available in English.

Figure 2 shows an example of an image and the textual annotations from the CASImage
database. For each image, we generate one textual document in order to create the whole
textual collection. Note that each case can include more than one image. In this case, we
generate more than one textual document per case (one per image) by copying the same
text,

Finally, the collections have been pre-processed as usual, applying stop-word removal

*hitp:/ /peir.path.uab.edu
htty:/ /alf3. ury unibas.ch /pathopic/intro. htm
?http::’,-’uw.rm-ersn.m:t.
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and the Porter's stemmer methods bhefore Indexing.

3 The retrieval process

Given a query composed by one or more images and an associated text, the goal is to find
a set of similar images ranked by relevance. For this, we have used two subsystems: a CBTR
subsystem that performs the image retrieval and a textual IR subsystem that performs the
textual retrieval.

In order to perform the image retrieval process we have selected the GIFT software®. The
GIFT (the GNU Image-Finding Tool) is a Content Based Image Retrieval System. This
soltware is the result of a research effort of the Vision Group at the computer science center
of the University of Geneva®. More information about this system is available in [11]).

In order to carry out our textual experiments, we have pre-processed the ImapeCLEFmed
collection to obtain a textual corpus with a document for every image in the collection,
We use the textual Information Retrieval (IR) system LEMUR!., The LEMUR toolkit is
an IR toolkit designed with the idea of language modeling, an attractive new framework
for text information retrieval. The toolkit is developed as part of the LEMUR Project,
a collaboration between Carnegie Mellon University and the 1 niversity of Massachusetis
Amherst,

We retrieve image and text independently to obtain two partial result lists. Then, the
result; lists obtained for each subsystem are merged in order to achieve a final single list,
Figure 3 shows the architecture designed. The retrieval process can be divided into the
following steps:

1. The image of the initial query is passed to the CBIR subsystem to obtain a list of
relevant images (this list is denoted by Ly-Visual List )

2. The text of the initial query is given to the textual IR subsystem to obtain a list of
relevant documents (this list is denoted by Ly-Textual List )

3. The partial lists are combined using several weighting schemes in order to obtain
only one final list with the documents ranked by relevance (Lp-Final List). The
experiments are described in the following section.

4 Experiments and Results

For our experiments we have used the queries supplied by the organization of Image-
CLEFmed2005. Each query includes one image and a brief textual description of the image.
In addition, the CLEF organization also supplied the relevance assessments to evaluate the
different system performances. We use the MAP (Mean Average Precision) measure [2] in
order to prove the effectiveness of the model proposed.

As we have mentioned above, a list of relevant images is generated for each image by
using GIFT software. This resulting list is the baseline visual list (L), For eacl textual
query corresponding to each image query, we have generated a list of relevant documents

"http:/ /www.gnu.org/software  gift /
Thttp:/ /vision.unige.ch/
Yhitp:/ fwww.lemurproj ect.org,
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. Figure 2: Architecture to merge visual and textual lists

using the LEMUR retrieval system. This list represents the baseline textual list (Lp). These
lists contain the most similar cases with regard to the image query, with weighting (the
relevance) and ranking values for each image in the list. In order to improve the results,
the visual and textual lists are combined in several ways. Thus, we have applied different
weighting percentages to each partial list and then we have merged them into one final list
re-ranking the new relevance obtained:

Lp:_LT#EL-I—LV?{l—Q:I El:]

To verify the expected improvement resulting from the combination of both visual and
textual information, we have carried out the [ollowing experiments:

* V: The final list obtained using only Visual information. ‘The precision obtained is
0.0041.
[

¢ T: The final list obtained using only Textual information. The precision obtained is
| (.1614

* TaV: To include both types of information in the final result we have combined
the textual baseline with the visual baseline, giving different weighting percentage
to each lisi. o represents the percentage applied to textual information. We have
accomplished nine different experiments with a= {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}

The results obtained are shown in Table 4. The 0 value for o represents the precision
obtained with only visual information (results obtained from GIFT) and the 1 value for
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Table 1: MAP values obtained combining textual and visual information

|_c: MAP | PIV | PIT
0 || 0.0941 | 0% | -72%
0.1 || 0.1166 | 19% | -38%
0.2 || 0.1360 | 31% | -19%
0.3 | 0.1572 | 40% | -3%
0.4 || 0.1780 | 47% | 9%
0.5 || 0.1919 | 51% | 16%
0.6 || 0.1995 | 53% | 19%
0.7 || 0.1901 | 51% | 15%
0.8 || 0.1800 | 48% | 10%
0.9 || 0.1716 | 45% | 6%
1 || 01614 | 42% | 0%

o represents the precision obtained with only textual information (results obtained from
LEmMUR). The table also includes the percentage of improvement of the proposed model
over the visual and textnal information retrieval following equations 2 and 3 respectivel v,

(MAP - VY
== . l}
iy MAP (2)
(MAP-T) ‘
L= 3

As we can see, these merging strategies improve significantly sthe ystem performance.
Those experiments in which the weight given to textual information js greater reported the
best results. This is to be expected, since textual retrieval generates better results than
visual retrieval with Girr. Nonetheless, those experiments in which the percentage given
to the text is between 40% and 90% also manage to surpass the textual baseline. The
experiments providing the best results are those in which the contribution of the textual
part is not excessively high (50%, 60% and 70%), which empirically demonstrates that
combining the two types of results (textual and visual) produces better resulis than those
obtained separately. For these three cases, the improvement percentage over the visual list
iz higher than 50%. Moreover, the improvement over the textual list is higher than 15% ,
the best improvement being near 20% (specifically, 19.1% for the T70V experiment). Figure
4 shows graphically the results obtained by the different weighting schemes for textual and
visual list.

5 Conclusions and future research

This paper presents a study where visual and textual information are combined in order to
improve a multi-modal information system. The results obtained show that the combination
of heterogeneous information sources (textual and visual) significantly improves the use of
a single source. Although textual retrieval on its own overcomes visual retrieval, when used
jointly the results are better than those obtained from independent retrievals.
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Figure 3: Results obtained with different weighting schemes

Other studies obtain the same conclusions [1][7][10][12]. All of them improve the results
of the visual part using diferents weighted sum of the scores given by textual and visual
retrieval systems,

Future research will attempt to study the incidence of applying some techniques to reduce
the textual corpus in order o achieve a better collection (for example, feature selection using
information gain). The system proposed will also be applied to other collections containing
meta-data information, such as the TRECVid'* collections [9].
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