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Foreword

The pervasive creation and consumption of content, especially visual content, is
ingrained into our modern world. We’re constantly consuming visual media content,
in printed form and in digital form, in work and in leisure pursuits. Like our cave—
man forefathers, we use pictures to record things which are of importance to us
as memory cues for the future, but nowadays we also use pictures and images to
document processes; we use them in engineering, in art, in science, in medicine, in
entertainment and we also use images in advertising. Moreover, when images are in
digital format, either scanned from an analogue format or more often than not born
digital, we can use the power of our computing and networking to exploit images to
great effect.

Most of the technical problems associated with creating, compressing, storing,
transmitting, rendering and protecting image data are already solved. We use ac-
cepted standards and have tremendous infrastructure and the only outstanding chal-
lenges, apart from managing the scale issues associated with growth, are to do with
locating images. That involves analysing them to determine their content, classi-
fying them into related groupings, and searching for images. To overcome these
challenges we currently rely on image metadata, the description of the images, ei-
ther captured automatically at creation time or manually added afterwards. Mean-
while we push for developments in the area of content—based analysis, indexing and
searching of visual media and this is where most of the research in image manage-
ment is concentrated.

Automatic analysis of the content of images, which in turn would open the door
to content—based indexing, classification and retrieval, is an inherently tough prob-
lem and because of the difficulty, progress is slow. Like all good science it cannot be
rushed yet there is a frustration with the pace of its development because the rollout
and development of other related components of image management, components
such as capture, storage, transmission, rendering, etc., has been so rapid. We seem
to be stuck on the problems of how to effectively find images when we are looking
for them. While this is partly caused by the sheer number of images available to us,
it is mostly caused by the scientific difficulty of the challenge and so it requires a
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viii Foreword

basic scientific approach to exploring the problem and finding solutions. As in all
science, a fundamental aspect is measurement and benchmarking.

In any science, each new development, each approach, algorithm, model, idea or
theory has to be measured in order to determine its worth and validity. That is how
progress is made, and how fields advance. A theory is put forward and experiments
to assess and measure the theory are carried out which may or may not support
the theory and we advance the field, either by learning more about what works, or
equally important we learn about what does not work. In the technology sector and
in the information management area in particular, measuring the validity and worth
of new ideas, approaches, etc., now takes place as part of organised benchmarking
activities and there are many established examples. The Pascal Visual Object Class
recognition challenge addresses recognising objects in images, TRECVid addresses
content analysis, retrieval and summarization from video, the KDD competition ad-
dresses data mining, and there have been others in machine learning for stock market
prediction, shape retrieval, coin classification, text detection and reading, face verifi-
cation, fingerprint verification, signature verification and of course the well-known
NetFlix data mining and recommender competition. All these and many others take
place against a backdrop of exploring new ideas, new approaches, and measuring
their efficacy in a controlled environment. Which takes us to the present volume
which covers ImageCLEF.

Cross—language image retrieval is a niche application domain within the broader
area of managing image/visual media. Its importance is huge, though given the
directions in which Internet growth is heading with multi—linguality and cross—
language resources and processes growing ever more important. Henning Miiller
and Paul Clough have put together an impressive collection of contributions describ-
ing the formation, the growth, the resources, the various tasks and achievements of
the ImageCLEF benchmarking activity, covering seven years of development in an
annual cycle and involving contributions from hundreds of researchers from across
the globe. This book could be described as a capstone volume which brings to-
gether all the contributions into one place, but a capstone is a finishing stone or
a final achievement, and ImageCLEF continues today, as active as ever. With four
parts which address the settings and logistics of ImageCLEF, the various track re-
ports, some reports from participants and finally some external views, the volume
is balanced and presents a comprehensive view of the importance and achievements
of ImageCLEF towards advancing the field of cross—lingual image retrieval. It will
remain an essential reference for anybody interested in how to start up and run a
sizeable benchmarking activity, as well as an invaluable source of information on
image retrieval in a cross—lingual setting.

Alan F. Smeaton

CLARITY: Centre for Sensor Web Technologies
Dublin City University

Dublin, Ireland, May 2010



Preface

This book contains a collection of texts centred on the evaluation of image retrieval
systems. Evaluation, whether it be system—oriented or user—oriented, is an important
part of developing effective retrieval systems that meet the actual needs of their end
users. To enable reproducible evaluation requires creating standardised benchmarks
and evaluation methodologies. This book highlights some of the issues and chal-
lenges in evaluating image retrieval systems and describes various initiatives that
have sought to provide researchers with the necessary evaluation resources.

In particular the book summarises activities within ImageCLEF, an initiative to
evaluate cross—language image retrieval systems that has been running as part of the
Cross Language Evaluation Forum (CLEF) since 2003. ImageCLEF has provided
resources, such as benchmarks, for evaluating image retrieval systems and comple-
ments a number of initiatives within the image retrieval research community, such
as TRECvid for video retrieval, PASCAL for object recognition and detection and
the many other smaller benchmarks, databases and tools available to researchers.

In addition to providing evaluation resources, ImageCLEF has also run within
an annual evaluation cycle culminating in a workshop where participants have been
able to present and discuss their ideas and techniques, forming a community with
common interests and goals. Over the years ImageCLEF has seen participation from
researchers within academic and commercial research groups worldwide, includ-
ing those from Cross—Language Information Retrieval (CLIR), medical informatics,
Content—Based Image Retrieval (CBIR), computer vision and user interaction.

This book comprises contributions from a range of people: those involved di-
rectly with ImageCLEF, such as the organisers of specific image retrieval or annota-
tion tasks; participants who have developed techniques to tackle the challenges set
forth by the organisers; and people from industry and academia involved with image
retrieval and evaluation in general and beyond ImageCLEF. The book is structured
into four parts:

* Part L. This section describes the context of ImageCLEF and the issues involved
with developing evaluation resources, such as test collections and selecting eval-
uation measures. A focal point throughout ImageCLEF and across many of the
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X Preface

tasks has been to investigate how best to combine textual and visualisation infor-
mation to improve information retrieval. Within the first section we summarise
approaches explored within ImageCLEF over the years for this critical step in
the retrieval process.

» Part II. This section includes seven chapters summarising the activities of each
of the main tasks that have run within within ImageCLEF over the years. The
track reports are written by those involved in co—ordinating ImageCLEF tasks
and provide summaries of individual tasks, describe the participants and their
approaches, and discuss some of the findings.

» Part III. This section is a selection of chapters by groups participating in various
tasks within ImageCLEF 2009. Summaries of the techniques used for various
domains such as retrieving diverse sets of photos from a collection of news pho-
tographs, multi-modal retrieval from online resources, such as Wikipedia, and
retrieval and automatic annotation of medical images are presented. The chap-
ters in this section show the variety and novelty of state—of—the—art techniques
used to tackle various ImageCLEF tasks.

e Part IV. The final section provides an external perspective on the activities of
ImageCLEF. These help to offer insights into the current and emerging needs for
image retrieval and evaluation from both a commercial and research perspective.
The final chapter helps to put ImageCLEF into the context of existing activities
on evaluating multimedia retrieval techniques, providing thoughts on the future
directions for evaluation over the coming years.

Sierre, Ziirich, Martigny, Switzerland Henning Miiller
Sheffield, UK Paul Clough
July 2010 Thomas Deselaers

Barbara Caputo
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Chapter 16

Knowledge Integration using Textual
Information for Improving ImageCLEF
Collections

Manuel Carlos Diaz—Galiano, Miguel Angel Garcfa—Cumbreras, Maria Teresa
Martin—Valdivia, and Arturo Montejo-Raez

Abstract In this chapter we explain our participation at ImageCLEF from 2005
to 2009. During these years we have mainly developed systems for the ad hoc and
the medical retrieval tasks. Although the different proposed tasks include both vi-
sual and textual information, the diverse approaches applied by the participants also
include the use of only one type of information. The SINAI group specializes in
the management of textual collections. For this reason, our main goal has been to
improve the general system by taking advantage of the textual information.

16.1 Introduction

The first participation of the SINAI research group at the Cross Language Evaluation
Forum (CLEF) was in 2002 presenting a multi—lingual system for the ad hoc task.
Since then, we have followed the developments of CLEF and have participated in
different tasks (GeoCLEF, CL-SR, etc.). Our first contribution at ImageCLEF was in
2005. In consecutive years we have mainly developed systems for the ad hoc and the
medical retrieval tasks. We have modified the different models in order to adapt them
to the new tasks proposed in ImageCLEF (wiki, photo, etc.), the new collections
(CasImage, Pathopic, IAPR TC-12, etc.) and our areas of interest (application of
machine translation, filtering of information, usage of ontologies, and knowledge
integration). The changes have been addressed using the results obtained by both
our systems and the other techniques presented at ImageCLEF.

Although the corpora provided by the ImageCLEF organizers include both tex-
tual and visual information, we have principally managed the textual data contained

Manuel Carlos Diaz Galiano - Miguel Angel Garcia Cumbreras - Marfa Teresa Martin Valdivia -
Arturo Montejo Réez

SINAI Research group, University of Jaén, Paraje Las Lagunillas, s/n, Jaén (SPAIN), e-mail:
{mcdiaz, magc, maite, amontejo}@ujaen.es
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in the different collections. In practice, our main goal is to improve the general sys-
tem by taking advantage of the textual information.

In addition, we have developed separate systems for the two main retrieval tasks
at ImageCLEF: ad hoc and medical retrieval, although the best and more interesting
results have been achieved with medical retrieval systems.

Thus, for the ad hoc task we were mainly interested in the different translation
schemes even though we have also applied several retrieval models, weighting func-
tions and query expansion techniques. However, from 2008 the task took a different
approach to evaluate the diversity of results. Each query contained textual informa-
tion and some relevant clusters. From that moment, our main interest has been to
develop a clustering methodology in order to improve the result obtained. We have
expanded the cluster terms with WordNet! synonyms. We have also introduced a
clustering module based on the k—-means algorithm and the creation of the final
topics using the information of the title and the cluster terms. Unfortunately, the
application of clustering does not improve the results.

Regarding the medical retrieval, we have investigated several methods and tech-
niques. In our first participation in 2005 we studied different fusion methods in
order to merge the results obtained from the textual Information Retrieval (IR) and
Content Based Information Retrieval (CBIR) systems. In 2006, we tried to filter
some features in the collections by applying Information Gain (IG) techniques. We
accomplished several experiments in order to determinate the set of data that intro-
duces less noise in the corpus. However, the results were not very relevant. Thus,
in 2007 our major efforts were oriented to knowledge integration. We expanded the
terms in the queries using the Medical Subject Headings (MeSH?) ontology. The
results obtained were very good using only textual information. For this reason,
in 2008 we investigated the effect of using another ontology, the Unified Medical
Language System (UMLS?) meta—thesaurus. Surprisingly the results were not as
good as we thought. Our main conclusion was that it is necessary to address the
expansion of terms in a controlled way. The integration of all the terms without any
filter scheme can include more noise in the final model and the system performance
can be affected. Finally, the last participation at ImageCLEFmed tried to investigate
the effect of expanding not only the query but also the whole collection. Again the
results were not successful.

The next sections describe in a more detailed way the different systems devel-
oped for the ad hoc and medical retrieval tasks during our consecutive participation

! http://wordnet.princeton.edu/

2 MeSH is the U.S. National Library of Medicine’s controlled vocabulary used for indexing articles
for MEDLINE/PubMed. MeSH terminology provides a consistent way to retrieve information that
may use different terminology for the same concepts. http://www.ncbi.nlm.nih.gov/
mesh

3 The UMLS integrates and distributes key terminology, classification and coding standards, and
associated resources to promote creation of more effective and interoperable biomedical informa-
tion systems and services, including electronic health records. http://www.nlm.nih.gov/
research/umls/
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at ImageCLEF. Finally, Section 16.5 concludes this chapter and discusses further
work.

16.2 System Description

It is often said that an image is worth 1,000 words. Unfortunately, these 1,000 words
may differ from one individual to another depending on their perspective and/or
knowledge of the image context. Thus, even if a 1,000-word image description were
available, it is not certain that the image could be retrieved by a user with a different
description.

Since 2005 we have developed and improved two independent systems: a photo
retrieval system and a medical retrieval system. These systems work without user
interaction (fully automatic) and they are focused on the textual information of the
collections. Our aim was to develop and test different methods to improve the re-
trieval results, working with the associated text of the images.

It is usual for IR systems to pre—process the collections and the queries. All
our approaches run this step, applying stopword removal and stemming (Porter,
M.E,, 1980). In addition, each non-English query is translated into English with our
translation module, called SINTRAM (Garcia—Cumbreras, M.A., Urena-Lépez,
L.A., Martinez—Santiago, F. and Perea—Ortega, J.M., 2007).

16.2.1 Photo Retrieval System

For more than ten years the SINAI group has tested and developed techniques to
improve mono and multi-lingual information retrieval systems. For the ad hoc task
of ImageCLEF techniques included the following:

e IR systems. Some IR systems have been used, selecting the ones that obtained
the best results in our IR experiments (mono and multi-lingual). Different pa-
rameters have been tested, such as weighting functions (TFIDF, Okapi, InQuery),
Psedo-Relevance Feedback (PRF) (Salton, G. and Buckley, G., 1990) and Query
Expansion (QE).

e Translation techniques. Our machine translation system works with different
online machine translators and implements several heuristics to combine them.

e Fusion techniques. When using several systems, the results lists have to be com-
bined into a single combined one.

e Expansion vs. Filtering. Some approaches have been tested in order to expand
terms from the query and the document and, also, to filter them when they are
not very informative.

Figure 16.1 shows a general schema of our photo retrieval system.
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Fig. 16.1: General scheme of our photo retrieval system.

16.2.2 Medical Retrieval System

We only used textual techniques in the mixed IR system (visual and textual). For the
medical retrieval task of ImageCLEF we have experimented in three aspects:

e Filtering textual information. We selected the best XML tags of the collection
applying information gain (IG) metrics.

e Expanding the original query. We experimented using MeSH and UMLS ontolo-
gies.

e Combining relevant lists of textual and visual results. We applied several fusion
techniques in order to merge visual and textual information.

Figure 16.2 shows a general scheme of our medical image retrieval system.

16.3 Photo task

The main aim of the photo retrieval task is to retrieve relevant photos given a photo
query. The images have associated text, normally a few words, that describe them.
Our photo retrieval system only works with the associated text to retrieve relevant
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Query
preprocessing

IR System

Retrieved
documents
processing

Final list of
relevant
documents

Fig. 16.2: General scheme of our medical retrieval system.

images and it only uses the text associated with each query, with or without context
information.

In 2005 and 2006 the texts of the images (collection and queries) were indepen-
dent phrases with a few words in the title field and a brief description in the narrative
or description field. Other metadata was given for each query such as notes, dates
and the location associated with the image. Some information was given in other
languages than English, so it was necessary to use machine translation resources to
translate them. In general, the results obtained with our system were good but it did
not work well with the so—called difficult queries, queries with few relevant images
in the collection or those with poor information.

To promote the diversity of results, with the aim of retrieving relevant images
for all the queries, the query topics since 2007 included information about clusters.
Each topic was clustered manually into sub—topics and the relevance judgements, to
evaluate the results, included which cluster an image belonged to.

In the first developments of our system, the translation module SINTRAM was
very important, because of multi-lingual queries used (English, Dutch, Italian,
Spanish, French, German, Danish, Swedish, Portuguese and Russian). These first
systems were composed of the following modules:

e a pre—processing module (normalization, stoword removal and stemming);
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Table 16.1: Summary of results for the ad hoc task with multi—lingual queries.

Language Initial Query Expansion MAP %MONO Rank

Dutch title with 0.3397 66.5% 2/15
Dutch title without  0.2727 53.4% 9/15
English title + narr  with 0.3727 n/a  31/70
English title without  0.3207 n/a  44/70
French  title + narr  with 0.2864 56.1% 1/17
French  title + narr  without  0.2227 43.6% 12/17
German title with 0.3004 58.8%  4/29
German title without  0.2917 57.1% 6/29
Italian title without  0.1805 35.3% 12/19
Italian title with 0.1672 32.7% 13/19
Russian title with 0.2229 43.6% 11/15
Russian title without  0.2096 41.0% 12/15
Spanish title with 0.2416 47.3% 5/33
Spanish title without  0.2260 44.2%  8/33
Swedish title without  0.2074 40.6%  2/7
Swedish title with 0.2012 39.4%  3/7

e atranslation module: based on the analysis of previous experiments, an automatic
machine translator was defined by default for each pair of languages. For in-
stance, Epals* (German and Portuguese), Prompt® (Spanish), Reverso® (French)
or Systran’ (Dutch and Italian);

e an IR module: the Lemur® IR system was tuned up, and PRF with the Okapi
weighting function was applied.

Table 16.1 shows the best result obtained for each language with the first develop-
ment. These results are presented in terms of Mean Average Precision (MAP). The
first column shows the language of the queries; the second one includes the fields
used (title, narr, description); the third one shows if there was query expansion.
The %MONO column shows the loss of precision of the multi-lingual queries ac-
cording to the monolingual one (English MAP). The last column shows the ranking
obtained with our experiment among the rest of the participants in the ImageCLEF
photo task.

The results obtained show that, in general, the IR system Lemur works well with
the Okapi weighting function, and the application of query expansion improves the
results. Only one Italian experiment without query expansion gets a better result. In
the case of the use of only title or title + narrative, the results are not conclusive, but
the use of only fitle seems to produce better results. Multi-lingual queries produced
a loss of precision of around a 25%. Figure 16.3 shows the loss of MAP with multi—
lingual queries.

4 http://www.epals.com/

> http://www.online-translator.com/
6 http://www.reverso.net/

7 http://www.systran.co.uk/

8 http://www.lemurproject.org/
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Fig. 16.3: Loss of MAP between the English queries and the multi-lingual ones.

16.3.1 Using Several IR and a Voting System

Later development of our photo retrieval system used several IR systems and a vot-
ing scheme to combine the results. Lemur and JIRS (Java Information Retrieval Sys-
tem) (Gomez—Soriano, J.M., Montes—y—Gdémez, M., Sanchis—Arnal, E.,and Rosso,
P., 2005) were adapted for our system. Lemur is a toolkit that supports indexing
of large-scale text databases, the construction of simple language models for docu-
ments, queries, or subcollections, and the implementation of retrieval systems based
on language models as well as a variety of other retrieval models. JIRS is a passage
retrieval system oriented to Question Answering (QA) tasks although it can be ap-
plied as an IR system. The complete architecture of the voting system is described
in Figure 16.4.

Baseline cases with only Lemur and JIRS were run, so a final result was gener-
ated from a simple voting system with both IR systems that normalizes the scores
and combines them with weights for each IR system (based on previous experiments
and their evaluations). Table 16.2 shows the results obtained with the voting system
(monolingual and bilingual runs).

In general, the results were poor because the set of queries was composed by
only a few words. Nevertheless, our results were good in comparison with the other
participants. After the analysis of these experiments, the English runs have obtained
a loss of MAP of around 25%, being the worst results. Our best Spanish experiment
was similar to the best one in the competition. For Portuguese we obtained the best
one, and for French and Italian our runs were a bit worse: only a loss of MAP of
around 8%. From these results we conclude that the Lemur IR system works better
than JIRS, although the difference is not significant.
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Fig. 16.4: Complete architecture of the voting system.

Fusion techniques have not improved the single ones. Lower MAP values de-
creased when we combined relevance lists. Other techniques must be used when the
queries have few words.

16.3.2 Filtering

In the later evolution of our photo retrieval system we applied a filtering method over
the results. In a first step the cluster term is expanded with its WordNet synonyms
(the first sense). Then, the list of relevant documents generated by the IR system is
filtered. If the relevant document contains the cluster term or a synonym, its doc_id
(the identifier of the document) is written in another list. Finally, the new list with
the filtered documents is combined with the original ones (Lemur and JIRS) in order
to improve them. A simple method to do this was to double the score value of the
documents in the filtered list and to add them to the original ones. The general
architecture of the filtering system is shown in Figure 16.5.
The experiments carried out with the filtering system are as follows:
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Table 16.2: Summary of results with the voting system (monolingual and bilingual
runs).

Language IR MAP Best MAP

English Lemur 0.1591 0.2075
English ~ JIRS 0.1473 0.2075
English ~ Voting 0.0786 0.2075
Spanish ~ Lemur 0.1498 0.1558
Spanish ~ JIRS  0.1555 0.1558
Spanish ~ Voting 0.0559 0.1558
Portuguese Lemur 0.1490 0.1490
Portuguese JIRS  0.1350 0.1490
Portuguese Voting 0.0423 0.1490
French Lemur 0.1264 0.1362
French JIRS 0.1195 0.1362
French Voting 0.0323 0.1362
Italian Lemur 0.1198 0.1341
Italian JIRS 0.1231 0.1341
Italian Voting 0.0492 0.1341

1. Expl: baseline case. As baseline, Lemur was used as the IR system with auto-
matic feedback and Okapi as weighting function. There was no combination of
results, nor filtering method with the cluster term.

2. Exp2: LemurJirs. We combined the IR lists of relevant documents. Lemur with
Okapi as weighting function and PRF. Before the combination of results Lemur
and JIRS lists are filtered, only with the cluster term.

3. Exp3: Lemur fb okapi. The Lemur list of relevant documents (with Okapi and
PRF) is filtered with the cluster term and its WordNet synonyms.

4. Exp4: Lemur fb tfidf. It is the same experiment as before, but in this case the
weighting function used was TFIDF.

5. ExpS: Lemur simple okapi. The Lemur IR system has been run with Okapi as
weighting function but without feedback. The list of relevant documents has been
filtered with the cluster term and its WordNet synonyms.

6. Exp6: Lemur simple tfidf. The Lemur IR system has been used with TFIDF as
weighting function but without feedback. The list of relevant documents has not
been filtered.

The results are shown in Table 16.3. The last column represents the best F| score
obtained in the 2008 competition (complete automatic systems with only text).

The results show that a simple filtering method is not useful if the cluster term
or related words are used to filter the IR retrieved documents. It happens because
some good documents are deleted and new relevant documents are not included in
the second step. In general, the results in terms of MAP or other precision values
are not very different. Between the best MAP and the worse one the difference is
less than 8%. Filtering methods have not improved the baseline case.
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Fig. 16.5: Filtering scheme of the SINAI system.

Table 16.3: Results obtained with the filtering system.

Id  Filtering FB Expansion MAP P@5 P@10 Best F)

Expl No Yes No  0.2125 0.3744 0.3308 0.2957
Exp6 No No No  0.2016 0.3077 0.2872 0.2957
Exp2 Yes Yes No 0.2063 0.3385 0.2949 0.2957
Exp3 Yes Yes No  0.2089 0.3538 0.3128 0.2957
Exp4 Yes Yes No  0.2043 0.2872 0.2949 0.2957
Exp5 Yes No No  0.1972 0.3385 0.3179 0.2957

After an analysis of the performance of filtering we can infer some reasons for
this:

e Some relevant documents that appear in the first retrieval phase have been deleted
because they do not contain the cluster term, so the cluster term is not useful in a
filtering process.

e Other documents retrieved by the IR system that are not relevant, contain syn-
onyms of the cluster term, so they are not deleted and the precision decreases.
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Fig. 16.6: Reordering of top results to increase variability according to clusters
found.

16.3.3 Clustering

It was found that when increasing the variability of the top results in a list of doc-
uments retrieved as an answer to a query, the performance of the retrieval system
increases too. Thus, in some cases it is more desirable to have less but more varied
items in the results list (Chen and Karger, 2006). In order to increase variability, a
clustering system has been applied. This was also used in other systems with the
same aim (Ah-Pine et al, 2009). The idea behind it is rather simple: re-arrange the
most relevant documents so that documents belonging to different clusters are pro-
moted to the top of the list.

The K-means algorithm was applied on each of the lists returned by the Lemur
IR system. For this, the Rapid Miner tool was used’. The clustering algorithm tried
to group these results into four different groups, without any concern about ranking.
The number of groups was established on this value as documents in the training set
have this average number of clusters specified in their metadata.

Once each of the documents in the list was labeled to its computed cluster index,
the list was reordered according to the described principle: we fill the list by alter-
nating documents from different clusters. In Figure 16.6 a graphical example of this
approach is given.

The list obtained with the base case was reordered according to the method de-
scribed. The aim of this experiment is to increment the diversity of the retrieved
results using a clustering algorithm. Results were discouraging: when no reordering

° Available at http://rapid-i.com/
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of documents in the list is performed a MAP of 0.4454 was reached, whereas a MAP
of 0.2233 resulted from applying our clustering based approach.

16.4 The Medical Task

The main aim of the medical task is to retrieve medical images relevant to a given
query. The query has several image examples and an associated text. The collection
used to search relevant images has changed since 2005. Until 2007 the collection
was very heterogeneous, with several subcollections. The subcollections without
XML tags were processed to mark the structure of documents using XML. We used
the SINTRAM tool to translate non—-English text. Each subcollection is divided up
into cases where a case is made up of one or various images (depending on the
collection), along with an associated set of textual annotations. All the collections
were processed to generate one textual document per image (Dfaz-Galiano et al,
20006).

In 2007 a new collection was introduced, a subset of the Goldminer!? collection.
This collection contains images from articles published in Radiology and Radio-
graphics including the text of the captions and a link to the Web page of the full text
article. To create the different textual collections, first we have obtained the textual
information by downloading all the articles from the Web. Then, we have filtered
the articles to extract different sections (title, authors, abstract, introduction, etc.).
Our experiments were conducted with the LEMUR retrieval information system,
applying the KL-divergence weighting scheme (Ogilvie and Callan, 2001) and PRF.

16.4.1 Metadata Selection using Information Gain

The collection used until 2007 includes a large number of XML tags. The main
problem was to choose the most useful data, discarding anything that might add
non-relevant information (noise) to our system. In order to automate the tag selec-
tion process we have pre—processed the collections using Information Gain (IG)
(Cover and Thomas, 2006). The XML tags were selected according to the amount
of information supplied. For this reason, we have used the IG measure to select the
best tags in the collection, using the following formula:

IG(C|E) = H(C) — H(C|E) (16.1)

0 http://goldminer.arrs.org/
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Fig. 16.7: Performance for Medical Image Retrieval in 2006.

where
C is the set of cases,

E is the value set for the E tag,
IG(C|E) is the information gain for the E tag,
H(C) is the entropy and of the set of cases C
H(C|E) is the relative entropy of the set of cases C conditioned by
the E tag

Both, H(C) and H(C|E) are calculated based on the frequencies of occurrence of
tags according to the combination of words which they represent. The final equation
for the computation of the information gain supplied by a given tag E over the set
of cases C is defined as follows:

+ y Col g, ! (16.2)
— —log, — .
cl &l TP C

IG(C|E) = —log,

where
Ce; is the subset of cases in C having the tag E set to the value ¢; (this value is a
combination of words where order does not matter).

Since each subcollection has a different set of tags, the information gain was
calculated for each subcollection individually. Then, the tags selected to compose
the final collection are those showing high values of IG. We have accomplished
several experiments preserving 10%, 20%...100% of tags. Figure 16.7 shows the
values of MAP obtained for the Medical Image Retrieval task from 2006 using only
textual information.

The results show that the collections with a low percentage of labels (between
30% and 50%) obtain the best performance, with a MAP value between 0.21 and
0.22. Therefore, this method reduces the size of the collections used and allows us
to select the most significant labels within the corpus or, at least, those that pro-
vide better information. This selection system does not require external training or
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knowledge; it simply studies the importance of each label with regard to all the doc-
uments. Furthermore, this method is independent from the corpus as a whole since
in our experiments the IG calculation has been done separately in each subcollec-
tion.

16.4.2 Expanding with Ontologies

We have experimented with two ontologies: MeSH and UMLS, performing several
experiments with different expansion types. The best results have been obtained
using synonyms and related terms.

To expand with the MeSH ontology we have used the record structure. Each
record contains a representative term and a bag of synonyms and related terms. We
consider that a term is a set of words (no word sequence order):

II{W],--- ,WM} (16.3)

where w is a word.
We have used the bag of terms to expand the queries. A bag of terms is defined
as:
b={t1,---,t|b‘} (16.4)

Moreover, a term ¢ exists in the query ¢ (¢ € q) if:
Yw; €t,3w; € g/wi=w; (16.5)

Therefore, if all the words of a term are in the query, we generate a new expanded
query by adding all its bag of terms.

q is expanded with b if 3r € b/t € ¢ (16.6)

In order to compare the words of a particular term to those of the query, all
the words are put in lowercase and no stopword removal is applied. To reduce the
number of terms that could expand the query, we have only used those that are in
A, C or E categories of MeSH (A: Anatomy, C: Diseases, E: Analytical, Diagnostic
and Therapeutic Techniques and Equipment): (Chevallet et al, 2006). Figure 16.8
shows an example of query expansion, with two query terms found in MeSH and
their respective bags of terms.

On the other hand, to expand the queries with the UMLS metathesaurus, we have
used the MetaMap program (Aronson, 2001) that was originally developed for in-
formation retrieval. MetaMap uses the UMLS meta—thesaurus for mapping concepts
from an input text. For query expansion with MetaMap, we have mapped the terms
from the query. As carried out with MeSH, in order to restrict the categories of terms
that could expand the query, we have restricted the semantic types in the mapped
terms (Chevallet et al, 2006) as follows:
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“Cells” bag of terms

Query expanded

microscopic giant cell
Cells
Cell
Giant Cells
Syncytia
Cell, Giant
Cell, Multinucleated Giant
Cells, Giant
Cells, Multinucleated Giant
Giant Cell
Giant Cell, Multinucleated
Giant Cells Multinucleated Giant Cell
Syncytia Polykaryocyte
Cell, Giant
Cell, Multinucleated Giant Cells, Giant
Cells, Multinucleated Giant
Giant Cell
Giant Cell, Multinucleated
Multinucleated Giant Cell
Polykaryocyte

“Giants Cells” bag of terms

- P

microscopic + giant:_cell

Fig. 16.8: Example of query expansion with MeSH ontology.

bpoc: Body Part, Organ, or Organ Component;
diap: Diagnostic Procedure;

dsyn: Disease or Syndrome;

neop: Neoplastic Process.

MetaMap gives two types of mapped terms: Meta Candidates and Meta Mapping.
The difference between both mapped terms is that the second are the Meta Candidate
with best score. For our expansion we have used the Meta Candidate terms, because
these provide similar terms with differences in the words (Diaz-Galiano et al, 2006).

Prior to the inclusion of Meta Candidates terms in the queries, the words of the
terms are added to a set where repeated words are deleted. All words in the set
are included in the query. Figure 16.9 shows a example of query expansion using
UMLS.

The organizers of the ImageCLEF medical task provided the ImageCLEF Con-
solidated Test Collection (Hersh et al, 2009). This collection combines all the col-
lections, queries and relevance judgements used in ImageCLEFmed from 2005 to
2007. We have used this new collection to experiment with MeSH and UMLS query
expansion. On the other hand, to experiment with the 2008 collection we have gen-
erated three different collections. In these collections each document contains infor-
mation about each image from the original collection. The information is different
for each collection. These collections are defined as follows:

e CT: contains caption of image and ftitle of the article.
e CTS: contains caption, title and text of the section where the image appears.
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Query Phrases Meta Candidates Words to
expand
)
Image
Image : Medical
(Medical Imaging) Imaging
(Diagnostic radiologic Diagnostic
Show me examination) radiologic
x-ray images X-ray examination
of a hip joint (Plain x-ray) Plain
with prosthesis Hip
Bone
of a hip joint Hip (Bone structure of ischium) zructure
ischium

—
MetaMap

Fig. 16.9: Example of query expansion with UMLS ontology.

Table 16.4: MAP values of query expansion experiments.

Expansion CT CTS CTA Consolidated

Base  0.2480 0.1784 0.1982  0.2039
MeSH 0.2792 0.1582 0.2057  0.2202
UMLS 0.2275 0.1429 0.1781  0.1985

e CTA: contains caption, title and text of the full article.

Table 16.4 shows the results obtained in experiments on these collections.

The MeSH expansion obtained better results than no expansion or UMLS expan-
sion. In 2008 the University of Alicante group obtained the bests results (Navarro
et al, 2008) in the textual task using a similar MeSH expansion and negative feed-
back. The Miracle group performed a MeSH expansion in documents and topics
using the hyponyms of UMLS entities (Lana-Serrano et al, 2008) but the results
obtained are worse than the baseline results. In short, the use of UMLS expansion
obtained worse results than the baseline. Although the UMLS meta—thesaurus in-
cludes the MeSH ontology in the source vocabularies, MetaMap adds, in general,
more terms in the queries. The MetaMap mapping was different from MeSH map-
ping, therefore the terms selected to expand were not the same.

One conclusion is that it is better to have less but more specific textual infor-
mation. Also, including the whole section where the image appears was not a good
approach. Sometimes a section contains several images, therefore the same infor-
mation references different images.
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16.4.3 Fusion of Visual and Textual Lists

The fusion experiments merge the ranked lists from both systems (visual and tex-
tual) in order to obtain one final list (FL) with relevant images ranked by relevance.
The merging process was accomplished giving different importance to the visual
(VL) and textual lists (TL):

FL=TLx0+VLx(1—q) (16.7)

In order to adjust these parameters some experiments were accomplished varying
« in the range [0,1] with step 0.1 (i.e.: 0.1, 0.2,...,0.9 and 1).

The next figures show the results obtained on different collections used in the
ImageCLEF medical task. Figure 16.10 shows experiment results with the 2005
collection. Results with the 2007 collection are presented in Figure 16.11.

The results obtained show that the combination of heterogeneous information
sources (textual and visual) improves the use of a single source. Although textual
retrieval on its own overcomes visual retrieval, when used jointly the results are
better than those obtained from independent retrievals.

16.5 Conclusion and Further Work

In this chapter, we have described our participation in ImageCLEF from 2005 to
present. We have presented a summary of different systems developed for the photo
and medical retrieval tasks.

For the photo retrieval system we have tested multiple resources and tech-
niques: different IR systems, weighting schemes, pseudo relevance feedback, ma-
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chine translators, filtering methods and clustering to increase diversity in the results.
The experiments show that the translation of non—-English queries introduces a loss
of MAP that depends on the source language, although those multi-lingual runs
achieved almost the best results in the competition. Our IR system works well, in
general, with the Okapi weighting function. In addition, the application of query
expansion and PRF improved the results. The applied filtering method shows that
the cluster terms given in the query are not useful to filter the relevant list of images,
and the applied clustering method obtained poor results in terms of MAP. However,
the diversity of the relevant images was increased, so further research should be
conducted on this issue.

In our future work with the photo retrieval system, we will improve the machine
translation subsystem, including a new translator and heuristics to combine the re-
sults. New filtering methods are ruled out for the time being, because we are devel-
oping a new clustering module that introduces diversity in the results but taking into
account the score and position of the documents in original the ranked list.

Regarding the medical task, we have applied Information Gain in order to filter
tags in the collections. The best results have been obtained using around 30%-50%
of the tags. In addition, it has been found that the application of fusion techniques to
combine textual and visual information improves the system. Finally, several query
expansion techniques have been tested using two medical resources: MeSH and
UMLS. The experiments show that the expansion with less and more specific terms
improves the results.

As future work we will study which resources from UMLS are more convenient
for term expansion. In addition, we are interested in detecting when the query ex-
pansion is useful to improve the final results.
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