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Abstract

This document contains the description of
the experiments carried out by SINAI group.
We have developed an approach based on
several lexical and syntactic measures inte-
grated by means of different machine learn-
ing models. More precisely, we have eval-
uated three features based on lexical sim-
ilarity and 11 features based on syntactic
tree comparison. In spite of the relatively
straightforward approach we have obtained
more than 60% for accuracy. Since this
is our first participation we think we have
reached a good result.

1 Approach description

We fill face the textual entailment recognition us-
ing Machine Learning methods, i.e. identifying fea-
tures that characterize the relation between hypothe-
sis and associated text and generating a model using
existing entailment judgements that will allow us to
provide a new entailment judgement agains unseen
pairs text-hypothesis. This approach can be split into
the two processes shown in Figures 1 and 2.

In a more formal way, given a text f and an hy-
pothesis 7 we want to define a function e which takes
these two elements as arguments and returns and an-
swer to the entailment question:

YES ifhisentailed by t

NO  otherwise M

e{t,h) = {
Now the guestion is to find that ideal function
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Figure 1: Training processes
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e(t,h). We will approximate this function using a
binary classifier:

é(t, h) = be(f,m) (2)

where
be is a binary classifier
f is aset of features
m  is the leamed model for the classifier
Therefore, it only remains to select a binary clas-
sifier and a feature extraction method. We have per-
formed two experiments with different choices for
both decisions. These two experiments are detailed
below.
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o Exp2 uses five features: four lexical similari-
ties (ST Mmatching + CSSmatehing + Trigrams
+ BINnatching) and Syntactic tree compari-
son.

e Exp3 uses only three lexical similarities
(SIMmatching + C'SSmatching + Trigrams).

« Etp4 pses the four lexical similarites
(SI Mmmahing +C Ssmgd“'ﬂg + Trigrams +
BIN, mnﬁr.hi.ng)

e Exp5 uses only three lexical similarities
(SI Mmtd:iﬂg +CS Smmﬁmg + Tngrams)

o Exp6 uses four features: three lexical similari-
ties (SIMmmmg + CSSm,'ng + Trigrams)
and Syntactic tree comparison.

As we expected, the best result we have obtained
is by means of the integration of the whole of the
features available. More surprising is the good result
obtained by using lexical features only, even better
than experiments based on syntactical features only.
On the other hand, we expected that the integration
of both sort of features improve significatively the
performance of the system, but the improvement re-
spect of lexical features is poor (less than 2%). .
Similar topics share similar vocabulary, but not sim-
ilar syntax at all. Thus, we think we should to inves-
tigate semantic features better than the syntactical
ones.

3 Conclusions and future work

In spite of the simplicity of the approach, we have
obtained remarkable results: each set of features has
reporied to provide relevant information concerning
to the entailment judgement determination. On the
other hand, these two approaches can be merged into
one single system by using different features all to-
gether and feeding with them several binary classi-
fiers that could compose a voting system. We will
do that combining TiMBL., SVM and BBR.We ex-
pect to improve the performance of the entailment
recognizer by this integration.

Finally, we want to implement a hierarchical ar-
chitecture based on constraint satisfaction networks.
The constraints will be given by the set of avail-
able features and the maintenance of the integration
across the semantic interpretation process.
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