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SINAI Research Group�, Computer Science Department, University of Jaén, Spain
{dofer,jmperea,magc}@ujaen.es

Abstract. The main interest of this paper is the characterization of
queries where WSD is a useful tool. That is, which issues must be fulfilled
by a query in order to apply an state-of-art WSD tool? In addition,
we have evaluated several approaches in order to apply WSD. We have
used several types of indices. Thus, we have generated 13 indices and we
have carried out 39 different experiments, obtaining that some indices
based on WSD tools even outperforms slightly the non disambiguated
baseline case. After the interpretation of our experiments, we think that
only queries with terms very polysemous and very high IDF value are
improved by using WSD.

1 Introduction

Nowadays, the information unit managed by most IR models is the word. A
theoretical good idea is the elaboration of IR systems based on concepts better
than words or the lemmas of those words. We define a concept as a lexicographic-
independent representation of an idea or object. Given a language, it does not
care the vocabulary available in order to represent such a concept. Thus, a
concept-based IR system translates words into concepts. State-of-art WSD tools
obtain about 60% of precision/recall [1] [2] for “fine-grained all words” task1.
Is this enough to improve an IR system? For which topics an improvement can
be achieved and which topics performance deteriorates? Which features might
be good predictors for improvement by WSD? After the interpretation of our
experiments, we think that only queries with terms very polysemous and very
high IDF value are improved by using WSD.

2 Experimental Framework

In the experiments carried out in this paper we have used two disambiguated
collections provided by the NUS [1] and UBC [2] teams, and the default collection

� http://sinai.ujaen.es
1 Fine-grained all words is the name of a usual WSD task. In this paper, we have used

WSD in a very similar way.
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others do not. This requires a more detailed study based on the confidence of
the WSD system, the semantic weight of the term, and other factors that we are
investigating nowadays.

Finally, we have reported a set of experiments: we have created indices based
on the best sense per term, two first senses per term, term+sense, NUS-best
sense+UBC+best sense and the only experiment that outperforms the base line
is the one based on NUS best sense index.
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