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Abstract

Nowadays, access to information requires managing multimedia databases effectively, and so, multi-modal retrieval
techniques (particularly images retrieval) have become an active research direction. In the past few years, a lot of con-
tent-based image retrieval (CBIR) systems have been developed. However, despite the progress achieved in the CBIR,
the retrieval accuracy of current systems is still limited and often worse than only textual information retrieval systems.
In this paper, we propose to combine content-based and text-based approaches to multi-modal retrieval in order to achieve
better results and overcome the lacks of these techniques when they are taken separately. For this purpose, we use a med-
ical collection that includes both images and non-structured text. We retrieve images from a CBIR system and textual
information through a traditional information retrieval system. Then, we combine the results obtained from both systems
in order to improve the final performance. Furthermore, we use the information gain (IG) measure to reduce and improve
the textual information included in multi-modal information retrieval systems. We have carried out several experiments
that combine this reduction technique with a visual and textual information merger. The results obtained are highly prom-
ising and show the profit obtained when textual information is managed to improve conventional multi-modal systems.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: Multi-modal information retrieval; Information gain; Data fusion; Medical database access
1. Introduction

Nowadays, a huge amount of information, accumulated in databases and the Internet, is generated every
day. All sort of documents are generated due to the rapid expansion of multimedia technology: plain text,
images, videos, source code, etc. This amount of documents makes the use of automatic techniques necessary
in order to achieve an efficient access to the information. Specifically, information retrieval (IR) techniques
are related to the task of retrieving relevant documents from user queries and a large set of documents.
Multi-modal retrieval is a subtask of IR where documents are images, videos, or any kind of multimedia
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allows us to select the most significant labels within the corpus or, at least, those that provide better
information.

This selection system requires no type of external training or knowledge; it simply studies the importance of
each label with regard to all the documents. Furthermore, it is independent from the corpus analyzed since in
our experiments the IG calculation has been done separately in each sub-collection.

Likewise, it has been proved that using and combining various information sources (textual and visual) sig-
nificantly improves the use of a single source. Although textual retrieval on its own overcomes visual retrieval,
when used jointly with visual information, the results are better than those obtained from independent
retrievals.

Future research will attempt to study the incidence of applying this technique in systems that require more
information, such as, for example, question answering systems. Furthermore, the results obtained will be
applied to other collections with meta-data, such as the TRECVid collections.13

Besides, we will also explore the integration of external knowledge from a medical ontology in order to
enrich the textual collection.
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